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Abstract—The article represents Belarusian intelligent
voice assistants platform in open access and free use.
It depicts an architecture of question-answering systems,
their versions and the principles of work. Also, Belarusian
modern speech synthesis and recognition systems of new
generation are described in detail, which are the core of
Al-assistants. The platform employs a structured approach,
including an input interface, data processing, and infor-
mation search, to ensure relevant and accurate answers
for users. The OSTIS technology is shown as a means of
improving Al-assistants’ responses.

Keywords—artificial intelligence, question-answering sys-
tem, natural language processing, voice assistant, text-to-
speech system, speech recognition system, large language
model, chatbot, OSTIS technology

I. Introduction

Artificial intelligence (AI) is playing an increasingly
significant role in the development of modern society.
With the advent of new technologies and opportunities,
the use of Al is becoming an integral part of our
lives, influencing all areas of activity, from business
and science to education and medicine. For example,
question-answering systems use Natural Language Pro-
cessing (NLP) techniques, speech synthesis and recog-
nition systems, machine learning, dialogue systems and
other algorithms to understand questions, search for rele-
vant information and generate answers based on available
data [1]. They solve the difficult task of understanding
natural language, which is one of the key components of
artificial intelligence.

Such question-answering systems as Chat GPT-4, Mid-
jorney, Google Gemini, GPT Yandex, Burd, Copilot,
Mistral are already well known. They process requests
in different languages [2], with the exception of the
Belarusian language. For Belarusian speakers, the Speech
Synthesis and Recognition Laboratory of the UIIP of the
National Academy of Sciences of Belarus has developed
an interactive Voice Al-assistant platform [3] which
contains a set of Belarusian-speaking female and male
question-answering assistants. The concept of the plat-
form is based on the provision of an effective and easy-to-
use mechanism for performing general information and

solving user problems in the Belarusian language [4].
Assistants are represented in three versions (Web-version,
iOS and Android platforms for mobile applications, and
chatbots on the Telegram social network). Each system is
built using speech recognition and synthesis technologies,
machine translation, and dialogue systems. They allow
users to ask questions verbally or in text form and receive
an audio/printed response quickly, with high quality and
accuracy.

II. The architecture of intelligent voice assistants

The Al-assistants of the intelligent question-answering
platform have the following structure (Fig. 1) [5]: 1.
Input interface. The user can ask an assistant a question
verbally or in text format. Voice requests are more
difficult to process than text messages. Therefore, at
this stage, the Belarusian-language speech recognition
system (BSRM) [6] is used to convert the audio signal
into text form for searching the most relevant response.
The system processes voiced requests efficiently, which
reduces the likelihood of an answer that does not match
the request.

2. Processing of input data. The system performs a re-
interpretation of the question to understand its meaning
and context. This step includes a set of natural language
processing tools that highlight the main semantic units
in the question. If a chart with this user has been created
before, a dialogue summary is loaded from the database
for more accurate and related responses.

3. Information search, ranking of answers, and their
extraction. The voice assistant is looking for suitable
information that may contain the answer to the question
in online resources. The GPT language model (namely
the ChatGPT-3,5 model) is used in Belarusian-speaking
question-answering systems. The model is pre-trained
on huge sets of text data; therefore, GPT can generate
text that makes sense, uses the correct grammar and
sentence structure. If there are several possible answers,
the system can use a ranking algorithm to select the
most relevant one. ChatGPT-3.5 supports the Belarusian
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Figure 1. An architecture of intelligent voice assistant

language, but the quality of responses is not very good.
To improve it, an additional machine translation unit has
been developed, in which all queries are automatically
translated from Belarusian to English using the Google
Translate system. Then the most accurate answer given
by ChatGPT goes back to the machine translation block,
where it is already converted in Belarusian. Also, at this
stage, the system saves answers to the language model in
the database to create a summary of the dialogue with
the user.

4. Forming a response. The voice assistant generates
a response to the user in the form of a text or voice mes-
sage, depending on the user’s desire. An updated model
of the Belarusian-language online speech synthesizer is
used to output a voice message.

II. Belarusian speech recognition system using deep
machine learning

To process the spoken question, a high-quality Belaru-
sian speech recognition system (BSRS) [6] is used (fig.
2). It is based on an end-to-end architecture using deep
learning and hosted on the Hugging Face platform, which
allows users to create and share machine learning models
and datasets.

To develop the BSRS, a large corpus of well-read
texts in the Belarusian language was collected. The total
duration of the audio recordings is 987 hours,voiced by
6160 speakers. The high variability of the collected data
both from the point of view to speakers (gender, age,
speech tempo, other features) and to recording conditions
(various microphones, background noise, etc.) shows its
quality. This is the first example of such big datasets for
the Belarusian language.

To build a speech recognition model, a deep neural
network architecture wav2vec2 was chosen [7]. Its ad-
vantage is pretraining on a corpus of non-annotated data
to study the ways of qualitative selecting features from
the input recording. The obtained features are used for
further subtasks, for example, to teach the model to

convert speech into text. We used "facebook/wav2vec2-
base" as the pre-studied model. Its further training was
conducted on the Belarusian speech data set collected on
the Common Voice platform. The training, validation and
test samples were left unchanged; that is, the limit on
the number of vocalizations of the same sentence was
not removed, and the data set size was 345 909 audio
recordings.

The speech recognition systems consist of 2 main
components:

1) The acoustic model is a speech recognition system
unit that builds a sequence of phonemes (or letters)
that are pronounced with the greatest probability.
It is based on the features selected from the input
audio signal.

2) A language model, which is needed to translate a
set of phonemes or letters obtained from an input
audio recording into a set of the most likely words
— the final transcription.

For the acoustic model, all audio recordings were
converted to the following format: sampling rate 16
kHz, 1 channel (mono). We reduced text transcriptions
to lowercase; removed all characters except letters of
the alphabet and numbers; and replaced each sequence
of characters-spaces (space, tab, etc.) by 1 space. We
used CTC as a loss function to train the model for
speech recognition tasks. The parameters were optimized
using the AdamW algorithm, a corrected version of
the popular Adam optimization algorithm. the Gradient
Checkpointing method was also applied to optimize mem-
ory consumption. The selection of the best model was
carried out using theWER (Word Error Rate Metric) on
a validation sample [8].

The software implementation of acoustic model train-
ing was fulfilled on a popular framework for training
NLP and ASR models HuggingFace. It is a shell over
another framework — PyTorch [9]. The training was
conducted on a server with 3 NVIDIA GeForce RTX
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Figure 2. The structure of Belarusian Speech Recognition System

2080 Ti graphics cards. The size of the batch for training
and evaluating the quality of the model was 48 (16
elements in the batch on each of the 3 video cards).
The average time per epoch was about 8 hours. In
this regard, and with acceptable metric values, training
was discontinued after 5 epochs. Quality evaluation and
compliance with intermediate parameters (checkpointing)
were carried out several times during each epoch. To
improve the predictions of the acoustic model, a 5-gram
language model was constructed using modified Kneser-
Ney smoothing. The popular KenLM library, created by
the authors, was used for building such a model. The
language model was trained on the text corpus described
above. The total number of sentences needed to build a
language model was 314 676. Adding a language model
allowed for a reduction of WER from 0.187 to 0.124 in
the test sample. The final result, WER 0.124 (or 12.4 per
cent) is quite good for recognition models. For example,
the current best value of test WER for the German
Common Voice dataset is 5.7 per cent. Now the model is
able to recognize arbitrary Belarusian speech at a fairly
good level [10].

IV. A new generation Belarusian text-to-speech
synthesizer

A new generation Belarusian-text-to-speech synthe-
sizer is based on The VITS (Variational Inference with ad-
versarial learning for Text-to-Speech) [11]. This is a one-
stage non-autoregressive text-to-speech model capable of
generating more natural sound than existing two-stage
models such as Tacotron 2, Transformer TTS, or even
Glow-TTS. Using a variational framework, VITS models
a latent space of speech features, reflecting the inherent
variability and uncertainty in speech generation. Com-
petitive learning environment at VITS enhances the syn-

thesis process. Collaborative learning involves training
the discriminator network to distinguish between real and
synthesized speech, while the generator network aims to
produce speech that successfully fools the discriminator.

This adversarial interaction helps to improve the over-
all quality and naturalness of the synthesized speech sam-
ples. VITS serves as a stand-alone text-to-speech solution
as it does not require a separate vocoder. The general
architecture of VITS is depicted in fig. 3. It consists of
a Posterior encoder, a Prior encoder, a Decoder and
a Stochastic Duration Predictor. The Posterior Encoder
and Decoder Discriminator modules are used only during
training, not for speech output. For the Posterior Encoder,
16 residual WaveNet blocks are used, consisting of layers
of extended scrolls with an activation block and a commu-
nication pass. The back-end encoder takes x/in linearly
scaled logarithmic spectrograms as input and produces
latent variables Z with 192 channels. The idea behind the
Posterior Encoder is to translate the audio data from the
mel-spectrogram space to the normal distribution space.
That is why the model uses a linear layer above the
Posterior Encoder to obtain the average variance of the
normal posterior distribution. Prior Encoder consists of
Text Encoder, Projection Layer, Normalizing Flow, and
uses Monotonic Alignment Search (MAS). Like Posterior
Encoder, Prior Encoder aims to map textual data from
phoneme space to normally distributed space [12].

Collecting data for model training is an essential
step for the development of a Belarusian text-to-speech
system. Given the limited availability of specialized
datasets for the Belarusian language, the CommonVoice
dataset was chosen as the main data source. It is a large
collection of voice recordings collected from voluntary
participants who read sentences in different languages.
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Figure 3. The structure of VITS

This dataset is available for free use and distributed under
an open license, which makes it a valuable source for the
development of linguacoustic resources in the Belarusian
language. The disadvantage of the dataset from Com-
monVoice is that it is intended for speech recognition
tasks and not specifically for synthesis. In this regard,
the recordings from the dataset can be unprofessional
and contain various noises or flaws that negatively affect
the quality of speech synthesis.

To fix this, pre-filtering and selection of recordings
were performed to ensure that the selected data were
suitable for the speech synthesis task and of good quality.
An audio material (about 20 000 words) met the selection
criteria of the largest amount of available audio and a
relatively low level of noise and artefacts. The analysis of
the data was carried out with the aim of obtaining statisti-
cal information and understanding the peculiarities of the
Belarusian language in the context of speech synthesis.
It included an assessment of the distribution of phonetic
units, the length of phrases, and other characteristics that
may affect the quality and naturalness of synthesized
speech.

The VITS model was trained using the Coqui TTS li-
brary, a popular open-source toolkit for TTS. Coqui TTS
provides a complete set of tools and utilities for training
and deploying TTS models [13]. The VITS model used
the Weights and Biases recorder during the training
process. It is a platform for tracking and visualizing
machine learning experiments. It allows researchers and
developers to log in and track training progress, metrics,
and model performance in real-time.

By leveraging the capabilities of the Coqui TTS library
and the integration of the Weights and Biases register, the
VITS model was trained using robust TTS development

toolkit. The use of Coqui TTS and the Wandb logger
facilitated efficient experimentation, model optimization,
and performance monitoring throughout the learning
process. A server with an Nvidia RTX4090 graphics
card was used for this. Parameters were optimized using
the textitAdamW algorithm, a corrected version of the
popular Adam optimization algorithm. The batch size
for model training and evaluation was 74, and the model
training time was 72 hours.

With the help of neural networks, the training and
learning of the acoustic database were carried out. There-
fore, it is created automatically and has quite accurate
results. However, this synthesizer is large in size, which
can reduce the speed of text output. The lack of pro-
cessing numbers, figures, dates, and abbreviations are
also considered a big drawback, which is the object of
development for new methods and algorithms to correct
this bug.

V. Versions of intelligent voice assistants

Voice assistants are available on the official website
of the platform, the interface of which is presented in
Belarusian, English, Russian and Chinese [14]. The user
can choose a personal virtual interlocutor (AlAlesBot,
AlAlesiaBot, AlAlenaBot, AlBorisBot, AlIKirylBot, Asis-
tentBot) and chat on the Internet by selecting the Web
version or a smartphone by installing the application on
Android or iOS operating systems. Question-answering
systems are also available in the form of chatbots in
Telegram Messenger. Launching an official website, the
user chooses a convenient version, and then he is redi-
rected to the version he has chosen, and enters a request.
In addition, everyone can chat with chatbots (AIVasil,
AlVasilina), which are narrowly focused on various fields
of activity (general assistant, architect, business analyst,
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financial consultant, recruiter, project manager, legal
adviser, marketer, engineer, programmer, teacher, and
writer). The main feature of all voice assistants is that
they process text or audio responses only in Belarusian,
whereas text requests can be sent in English. Voice
queries are also recognized only in Belarusian.

Currently, mobile applications for iOS and Android
versions are being developed. The process of their cre-
ation consists of several stages: approving the design con-
cept of the application and its functional features; work
on the back-end; direct implementation of the project.
The 10S mobile application is realized in Swift using the
UIKit framework. This is a high-quality combination of
technical solutions and a design concept. Technical tools
include the Massage Kit library for creating a functional
chat, as well as the integration of methods with the native
AVFoundation library for flawless work with audio files.
The UlCollectionView class was selected to build the
interface.

The writing language of the Android version is Kotlin.
The following technologies were also used: Android
Architecture, MVVM Architecture (using ViewModels),
WorkManager, Kotlin coroutines, Java Threads, OkHittp,
SQLite database (Room technology), Canvas.

The applications work as follows. The logo or the start
video is loaded on the first page, and then the user can
go to the settings or contacts screen. To select a certain
assistant, the user must click on the assistant card, and
then the chat window opens. Then a chatbot greets the
user, after which the second one enters a text or voice
request. After entering a request, he cannot set another
request until he receives a response from the bot. The
system automatically voices the message in the manner
of the selected speaker.

The verification of question-answering systems takes
place daily. According to statistics, chatbots are good at
answering simple questions like “How many colours are
in a rainbow?", and "How much is 1+1?"), as well as
difficult ones (for example, “Tell me about the very first
film”, “I need an interesting story about Shakespeare").
Text queries and responses in English and Belarusian
are quite high-quality. If the question was asked in
Russian or some other languages, the bots will answer
in English. On average, the user can receive a response
from the chatbot within 10-30 seconds, which is a good
result of the server side.

VI. Application prospects of OSTIS
technology for voice assistants

Semantic technologies, particularly the OSTIS tech-
nology, offer numerous advantages when applied in the
development of voice assistants tailored for specific lan-
guages, like Belarusian. Firstly, they provide a flexible
framework for constructing dialogue rules, enabling effi-
cient handling of user queries in natural language. This

flexibility ensures adaptability to diverse conversational
contexts, resulting in more intuitive and user-friendly
interactions [16].

Secondly, semantic technologies, including OSTIS, of-
fer mechanisms to limit the size and context of responses,
addressing the issue of information overload and reduc-
ing irrelevant or excessive outputs. This targeted response
approach enhances the user experience by delivering
concise and relevant information.

Moreover, the application of such technologies con-
tributes to reducing hallucinations, a common challenge
faced in language generation models like GPT and
other LLM’s. By leveraging semantic understanding and
contextual awareness, OSTIS-based voice assistants can
generate responses that are more coherent and accurate,
minimizing nonsensical or misleading outputs.

The integration of OSTIS technology also facilitates
the development of intelligent voice assistants capable
of capturing and analyzing user profiles and dialogue
histories. This feature enables personalized interactions,
where the assistant can tailor responses based on individ-
ual preferences and past interactions, thereby enhancing
user satisfaction and engagement.

Furthermore, semantic technologies allow for seamless
integration of domain-specific knowledge with general
knowledge bases within voice assistant systems. This
integration involves efficient handling of domain-specific
queries and contextually relevant responses, ensuring
the assistant’s effectiveness across diverse topics and
applications.

VII. Conclusion

The article depicts Belarusian question-answering sys-
tems, which are available on the Al-assistant platform.
The goal of these assistants is to provide easy access to in-
formation in the Belarusian language. With the use of ar-
tificial intelligence, question-answering systems provide
quick and accurate responses on various topics, including
scientific discussions and entertainment suggestions. To
do this, assistants invoke such technologies as text-to-
speech and recognition systems, effective algorithms of
search, and machine translation.

The relevance of the assistants is due to the lack
of competitive chat-bots that support the Belarusian
language, whereas there are a huge number of question-
answering systems for other languages. Such develop-
ments make them more accessible to local users, offering
a convenient option for searching for information and
communication in a modern global Internet network and
using computer technologies in their native language.
Future plans for the platform include new functions such
as creating custom bots, gathering user feedback, saving
message history, supporting developers, and extracting
information from the internet to enhance effectiveness.

Applying semantic technologies, specifically OSTIS,
in the development of voice assistants brings numerous
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benefits, including enhanced dialogue management, re-
duced hallucinations, and personalized interactions. This
integration not only improves response relevance and
coherence, but also underscores the significance of se-
mantic technologies for user satisfaction and engagement.
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NHTEJUVIEKTVYAJIBHBIE I'OJIOCOBBIE
ACCUCTEHTbBI, OPUEHTUPOBAHHBIE
HA BEJIOPYCCKMU A3bIK

3enoBko E., Opio O., Hlyct M., XoxJjos B., lenesuu 1O.,
3axapses B., Kpumenosuu B.

[16]

B craTtbe mpeacTaBieHBl WHTEIUIEKTYaJIbHBIE TOJOCO-
Bble ACCHCTEHTHI Ha OeJOpYyCCKOM s3BIKE, pa3MeIleH-
Hele Ha MHTepHeT-TuiaTopme Voice Al-assistant. [aB-
HOHM LeJsblo pa3pabOTKM acCHCTEHTOB sBIseTCs oOec-
neyeHne 3(pQPEeKTUBHOTO M MPOCTOrO0 B HCIIOIb30BaHUU
MeXaHU3Ma TNpeJocTaBlIeHns1 o0eid nHpOopManu U pe-
IIIEHUs] BOIPOCOB MOJIb30BaTeseil Ha OeJIOPYCCKOM S3bl-
ke. BompocHo-oTBeTHass minargopma "Tonocopoit NU-
ACCHUCTEHT 'TIO3BOJISIET MOJb30BaTeNI0 3aJaTh BONPOC Ha
6eJI0pyCCKOM sI3bIKE TEKCTOBBIM MJIM T'OJIOCOBBIM COO0IIIE-
HHEM U [TOJTyYUTh Ha HETO 3BYKOBOM MJIM HalleYaTaHHbIH OT-
BET. 3a CUET UCTIOJIb30BAHMS NCKYCCTBEHHOTO MHTEJIEKTa
OHa J]aeT BO3MOXXHOCTb IIOJTy4YaTh ObICTPbIE, KAaUeCTBEHHbIE
Y TOYHBIE OTBETHI 110 PA3JIMYHBIM TEMaM.

AccucTeHThl NpeacTaBiieHbl B Tpex Bepcusix (Web-
Bepcus, i0S- u Android-maTtdopMsl A1 MOOUITEHBIX TIPH-
JIOKEHHH U 4aT-00ThI B conmanbHoi cet Telegram). Kax-
Jlasi CUCTeMa MOCTPOEHA C MCIOJIb30BAHMUEM TEXHOIOTHIA
pacno3HaBaHUsI U CHUHTE3a pEeuM, MaIIMHHOIO IepeBoaa
u auanoroBeix cucreM. OmnmcaHHble B paboTe Oesopyc-
CKOSI3BIYHBIE CHCTEMbl CHHTE3a M PACIO3HABaHUS pedn
CBHJETEJILCTBYIOT O BHICOKOM YPOBHE Pa3BUTHS PEUEBBIX
TEXHOJIOTHIi Ha OEJIOPYCCKOM sI3bIKE.

AKTyaJIbHOCTh JaHHBIX ACCHCTEHTOB OOYCJIOBJIEHA OT-
CYTCTBMEM KOHKYPEHTOCIIOCOOHBIX 4aT-00TOB, MOIAEp-
KUBAIOIIMX OEOPYCCKMIl S3BIK, TOTJa Kak JJIs JIPyrux
SI3BIKOB CYIIIECTBYET OIPOMHOE KOJIMYECTBO TOJOCOBBIX
accucTeHTOB. Pa3paboTka YCTpOWCTB Ha OeopycCKOM
SI3bIKE JeJlaeT MX OoJiee NOCTYNHBIMH it OeJIopycCKo-
SI3BIYHBIX TIOJIb30BaTesieil, npeiarast yaoOHbI BapUaHT
MOMCKa MH(OPMAIMK U KOMMYHHUKAIIU B COBPEMEHHOM
100aJIbHOI MHTEPHET-CETH U MCTIOIb30BaHM I KOMIIBIOTEP-
HbIX TEXHOJIOTUI Ha UX POJHOM SI3bIKE.
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