Magali Bigey - Annabel Richeton -
Max Silberztein - Izabella Thomas (Eds.)

Formalizing Natural
Languages: Applications
to Natural Language
Processing and Digital
Humanities

15th International Conference, NooJ 2021
Besancon, France, June 9-11, 2021
Revised Selected Papers

@ Springer



Editors

Magali Bigey

Université de Franche-Comté
Besancon, France

Max Silberztein
Université de Franche-Comté
Besancon, France

Annabel Richeton
Université de Franche-Comté
Besancon, France

Izabella Thomas
Université de Franche-Comté
Besancon, France

ISSN 1865-0929 ISSN 1865-0937 (electronic)
Communications in Computer and Information Science

ISBN 978-3-030-92860-5 ISBN 978-3-030-92861-2  (eBook)
https://doi.org/10.1007/978-3-030-92861-2

© Springer Nature Switzerland AG 2021

This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.

The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.

The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, expressed or implied, with respect to the material contained herein or for any errors or
omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland


https://orcid.org/0000-0003-0930-6463
https://doi.org/10.1007/978-3-030-92861-2

X Contents

Approach to the Automatic Treatment of Gerunds in Spanish and Quechua:
A Pedagogical Application. . .. ......... ... .. L 135
Andrea Rodrigo, Maximiliano Duran, and Maria Yanina Nalli

Using Nool to Formalize French Cooking Expressions . ............... 147
Tong Yang

Natural Language Processing Applications

Paraphrasing Tool Using the NooJ Platform. .. ... .................. 163
Amine Alassir, Sondes Dardour, and Héla Fehri

The Recognition and the Automatic Translation of Dative Verbs. . ... ... .. 174
Hajer Cheikhrouhou

From Laws and Decrees to a Legal Dictionary . . .. .................. 187
Ismahane Kourtin, Samir Mbarki, and Abdelaaziz Mouloudi

Automatic Detection and Generation of Argument Structures Within
the Medical Domain . . . ........ ... .. 198
Walter Koza and Constanza Suy

Meaning Extraction from Strappare Causatives in Italian. .. ............ 208
Ignazio Mauro Mirto and Mario Monteleone

Terms and Appositions: What Unstructured Texts Tell Us . .. ........... 219
Giulia Speranza, Maria Pia di Buono, and Johanna Monti

Automatic Generation of Intonation Marks and Prosodic Segmentation

for Belarusian NooJ Module. . . . ........ . ... . ... . ... ... ... . .... 231
Yauheniya Zianouka, Yuras Hetsevich, David Latyshevich,
and Zmicier Dzenisiuk

Author Index . . .. ... .. .. . . ... e 243
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Abstract. The article depicts the problem of automated text segmentation into
syntagmas at the punctuational and the semantic levels of Belarusian. It is aimed
at generating prosodic transcription and delimiting long sentences. Its implemen-
tation is essential for improving the synthetic speech generated by Belarusian
text-to-speech systems using prepared syntactic grammars in NooJ.

Keywords: Syntactic grammar, Intonation, Syntagma, Prosodic delimitation,
Segmentation, Extraction, Text-to-speech systems

1 Introduction

The problem of localizing automatic intonation boundaries in a text is one of the main
tasks of a prosodic processor, which is a mandatory unit in any speech and recognition
system. The syntagmatic articulation of the speech flow allocates minimal semantic
units and reflects the structural and semantic components of utterances [1]. The auto-
matic selection of syntagmas is complicated by the lack of deep parsing, leading to the
search for new approaches to the development of machine algorithms, methods and
techniques by defining sequences of linguistic elements associated with certain seman-
tic relationships.

To date, there are no general rules or mechanisms for an unambiguous definition of
syntagmas in a written text or speech flow. The study of the prosodic speech organiza-
tion is conducted on the basis of auditory and experimental analyses, with the help of
which the parameters of super-segmental means are distinguished [2]. They are the
limits of the speech flow segmentation, types of intonation constructions (IC), tonal,
dynamic and quantitative signals of the IC center, changes in the speed and intensity of
sound.

This work is a continuation of previous research where analyzed sentence parts were
separated by punctuation [3, 4]. Most punctuation marks for sentences have been de-
veloped (up to 5 words) but the most frequent being three-word. Now the authors have
expanded the study. The keystone is the number of syntagmas in a sentence that can
significantly exceed the number of punctuation marks in the text. We applied a tech-
nique for automated phrase segmentation not only at the punctuational level but also at
the semantic. It is also a system of marking intonation patterns in electronic Belarusian
texts using NooJ [5, 6]. It widens the prosodic performance of the Belarusian text-to-
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speech system and may also serve to improve the Belarusian NooJ module with so-
called prosodic transcription at different levels.

2 Types of syntagmas in the Belarusian language

Intonation components are primarily related to syntax that represents a set of rules,
theoretical systems and language processes. The delimitation of syntagmas is connected
with the sentence structure, word order, the presence of homogeneous members, the
nature of word combinations and other linguistic parameters. All the mentioned com-
ponents should be taken into account and noted in separate syntagmas while developing
new syntactic and morphological NooJ grammars [7].

The problematic field of our research involves next points:

— Each language has specific rules for syntactic relations and their application. It
should be noted that not all the results obtained for one language are suitable for devel-
oping similar mechanisms in other languages. It is necessary to specify prosodic rules
of Belarusian speech organization.

— Most of the sentences can be read purely syntactically based on the surface syn-
tactic structure, which in the Belarusian written text is quite fully displayed by punctu-
ation marks. Based on the knowledge of the rules operating in the language, the most
and least probable boundaries are predicted both when encoding speech by the speaker
and when decoding it by the listener. But sometimes the syntactic information is not
enough for the correct delimitation especially for the ambiguity of the context.

— Not all the context can be rendered by syntax with the help of punctuation. First of
all, this is due to the stylistic and genre diversity. For example, if a literary text is fo-
cused on evoking an emotional response, influencing the psycho-emotional sphere of
the reader/listener, it is characterized by the use of visual and expressive means and
various syntactic structures, separated by punctuation marks. On the contrary, medical
texts are characterized by a strict, almost expressionless nature of scientific and jour-
nalistic content using special vocabulary, terminology, abbreviations and less punctua-
tion. Also, analytical languages convey grammatical relations through individual parts
of speech (prepositions, modal verbs, etc.), fixed word order, where context and/or in-
tonation variations. It also can be reproduced by a various system of inflection using
dependent morphemes (endings, suffixes, prefixes, etc.) but less by punctuation.

Therefore, within the framework of this study, three groups of syntagmas are de-
fined: punctuation, grammatical and lexical.

A punctuation syntagma (PS) refers to a sentence or part of a sentence that is limited
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to punctuation marks. Belarusian punctuation includes next marks: «.”, 7, «;”, “:”,
A KA A R N i

Examples: Karboksihiemahlabin, (PS) jaki utvarajecca pry hetym, (PS) nie zdolny
pieranosic kislarod (PS).

Skoda, (PS) vyklikanaja nikacinam, (PS) zakranaje nie tolki samich kurcoii (PS).

Grammatical Syntagma (GS) marks stable word combinations (phraseological units
and collocations).



Lexical Syntagma (LS) is a short sentence of 2-3 words or a part of a sentence that
is not limited to punctuation marks and is expressed according to personal lexical signs
(through certain words or phrases) or rules.

Examples: Na zaniatkach skoly prafsajuznaha aktyvu (LS) abmiarkoiivalisia pytanni
(LS) ab matyvacyi prafsajuznaha clienstva (LS).

Uracy pastajanna viaduc baracbu z kurenniem (GS) siarod moladzi (LS) i daroslaha
nasielnictva (PS).

As the problem of extracting punctuation syntagmas is resolved in the previous
works, the main and most difficult task of current research is to distinguish lexical syn-
tagmas in a Belarusian written text.

3 An algorithm for dividing texts into syntagmas

Unfortunately, there are no general rules for the syntagma extraction of Belarusian
speech. But the results of the statistical analysis of the experimental data fulfilled by
the authors give grounds for developing a general algorithm for its delimitation. The
system that is planned to be created to find the intonation boundaries of syntagmas is
based on a superficial syntactic analysis with an emphasis on grammatical characteris-
tics of speech parts. In programming, the syntax is determined by a set of rules applied
in mathematical systems. Simplified versions of the original mathematical model of
syntax and the method of its modeling on a computer are suitable for writing, on the
basis of which these models are developed. The main task of this work is to develop
rules and an algorithm of formal syntactic grammars that will divide a sentence into
syntagmas. Types of syntagmas described above allow concluding that in order to de-
velop an algorithm, it is necessary to take into account all punctuation marks, phraseo-
logical units and directly a list of formal rules dividing a sentence into lexical syntag-
mas.

An algorithm for determining syntagmas and intonation boundaries in sentences con-
tains the next steps (see fig.1):

1. Dividing a text into sentences, according to punctuation marks emphasizing the end
of the sentence. They are a period, a question mark, an exclamation mark, a question
mark with an exclamation mark, three exclamation marks.

2. Delimiting a sentence into syntagmas:

2.1 Searching punctuation marks in a sentence that mark syntactic relations within a
sentence: comma, semicolon, dash, colon, brackets, quotation marks. Arranging syn-
tagma boundary and inserting a marker instead of a punctuation mark in combinatorial
variants of intonation types.

2.2 Searching numbers, abbreviations, abbreviations and proper names. Splitting them
off into a separate syntagma.

2.3. Searching phraseological units. Allocating them into a separate syntagma, arrang-
ing a syntagma boundary and inserting a marker according to the phraseological units.
2.4 Searching for conjunctions. Placing the marker of the syntagma boundary before
conjunction according to their category by functional meaning: connective (combina-
tive, enumerative-distributive, comparative, gradational) and subordinate (explanatory,



temporary, conditional, causal, target, introductory, final, comparative, of place, mode
of action, measures, of degrees).

2.5 Compiling a list of formal rules for dividing a text into semantic syntagmas.

3. The output of all sentences delimited by intonation boundaries with their formal
markers.

Steps 1-2.1 of the algorithm described above can be fulfilled on the basis of the syntac-
tic grammar developed in the previous research (see fig.2). It consists of 10 graphs
depicting punctuation syntagmas of the Belarusian language. The authors applied a
technique for automated phrase segmentation at the punctuational level and a system
of marking types of phrase intonation in electronic Belarusian texts using NooJ.
Grammatical syntagmas can be searched for using formal markers with the help of the
dictionary of phraseological units of I. Y. Lepeshev. For other steps, it is necessary to
develop additional resources including a list of formal rules for delimiting grammatical
and lexical syntagmas.

Sentence segmentation Punctuation marks that define the end of a
l sentence

Delimitation of the

. Delimiting punctuational Syntax grammar for extractin
sentence into —> gp 4 g g

. rammars unctuational syntagmas
punctuational, grammar g P yniag
and lexical syntagmas l
Delimiting grammatical N Searching for phraseological units,
grammars abbreviations, numbers,
l proper nouns, etc.
Delimiting lexical | ,| Syntax grammars for extracting
grammars lexical syntagmas

Output of the
segmented into
syntagmas text

Fig. 1. An algorithm for extracting syntagmas and intonation boundaries.

A more difficult problem is separating lexical syntagmas, which are interconnected at
the semantic and syntactic levels. This group of lexemes can be determined on the basis
of creating general syntactic grammars for a computer expert system, which will search
for similar syntactic constructions in a database or a corpus. Each grammar must be
presented with a personal syntactic rule to isolate their intonation boundaries in a spe-
cific sentence.
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Fig. 2. Syntactic grammar for determining punctuational grammars.

4

Formal rules for extracting semantic grammars

Within previous research, the staff of speech synthesis and recognition laboratory cre-
ated a text corpus of a medical domain (see fig.3). It was compiled on the basis of

medical news published in next medical Internet portals:
Health Committee of Minsk City Executive Committee,
Minsk City Gynecological Hospital,

4th City Clinical Hospital named after M.J. Saiicanka.

1st Central Regional Clinical Polyclinic of the Central district of Minsk,

Our laboratory works on Russian-Belarusian-English translations of these sites. On the
rights of authors of bilingual translations, we took the news and formed the corpus. At
the current stage of development, the authors have added new medical texts and sup-
plement them. Now, created corpus of medical domain consists of:

627 texts;

23623 text units;

24212 digits;

63017 other delimiters;
336146 tokens;

248917 wordforms;

55208 different annotations.
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Corpus Language is "Belarusian(be)":

Original Text File format is "Default”.

Corpus consists of 627 text files

Text Delimiter is: "n"

Corpus contains 23623 text units delimited by "\n" Unambiguous Words
<

File Name | Size | Last Mod. | A~
be_4gkb_news_1 2566 08.06.2021
be_4gkb_news_10 12877  08.06.2021
be_4gkb_news_11 30011 08.06.2021
be_4gkb_news_115 76551 08.06.2021
be_4gkb_news_116 43829 08.06.2021
be_4gkb_news_118 2691 08.06.2021
be_4gkb_news_119 83771 08.06.2021
be_4gkb_news_12 52922  08.06.2021
be_4gkb_news_121 106790  08.06.2021
be_4gkb_news_122 38360  08.06.2021
be_4gkb_news_123 8099 08.06.2021
be_4gkb_news_124 45810 08.06.2021
be_4gkb_news_125 17800 08.06.2021
be_4gkb_news_126 1089 08.06.2021

be_4gkb_news_127 50596  08.06.2021
he Ankh newe 128 prleil n|a Nk 2021

Fig. 3. Text corpus of medical domain.

The purpose of the corpus extension is to search and define syntactic constructions in
the Belausian literary language, not separated by punctuation marks and a system of
conjunctions. Their detailed analysis (mostly manual processing of each individual sen-
tence) provides the basis for compiling a list of formal syntactic rules that will later be
used by the expert system as a means of searching for identical structures in the input
text and determining intonation boundaries within each sentence.

Text | Before | Seq [ Ater

be_dgk. A6 Teka . emae ani FHALSHHE. AKOE SXMULRFNREULS 3 MITON AIHOYNEHHA ICTITHUHLXNPAN . AGIAMMANNBCTHKS HOKIDBBAHE HA BHPE3AHHE NIKA
be_4gk nacThKa eMHae o FrAwarve /<PHRASE-C3> AKO® BXLULAPNASUUS 3 MITER BOHOPNEHHA

be_4gk Thke on JHmaHme. AKOE AYNREULS 3 MITER 3CT3TIUHbX NPANOp Toa a BUpB3BHHE NiliKa
be_dgk. AS TuKa AS anepauy grauasme [<PHRASE+C3> AKOS BXLULAPNASUUS 3 MITEA BOHIFNEHHA

be_4gk . AGAAMMANNACTLKA AGLSMIMANN . FMALEHHE, AKOE SXLLLAYNRELLE 3 MITOA AOHPNEHHA SCTITHUHLX NPANOPULA XLBATE /CPHR.  AGASMIHANNACTLKS HAKIDSBAHE HA BLPAIAHHE NILKA
be_dgk . Aspamimannacteka ASpamisann . gMswanme /[<PHRASE-C3> AKOE BXHLUATAREULS 3 MITAA AOHETNEHHR

be_4gk . AGQSMHENNACTHKS-80 EMHAE . AKOS BXHLUAYIAEULA 3 MITEN BAHBYNEHHR ICTITHUHLX NPBNOPLNA XuBaTa [<PHRASE+P4> ABROMIHAMNBCTHKE HAKIPABAHE HA BLPAIAHHE NILKS
be_4gk. o6 éMHAE aNepaUNAHDE FMAWE.  BXkL 3maTan PNEHHR 3CTITHIHbX N xugaTa SE ThiKa Ha nua
be_4gk_ ‘8MHEE BNepOLMAHEE FMAWBHHE. . 3 MITBR BOHBPNEHHA ICTITHUHLX NPBNOPULIA XpBaTa [<PHRASE+P4> ABOBMIHANABCTLKG HOKIDBBAHA H BLPBIBHHE NILKA
be_4gk.  BnepaumAHEe MAWAHHE, AKOS . MITOA BAHAPNEHHR ICTITHUHMX NPENOPLMA xniBaTa <PHRASE+P4> ThiKe Ha niuxa
be_4gk. §MAWANHHE, AKOE BXLILLAPNAGUL,  BOMAPNEHHA ICTITHUHLX NPANOPLLA XuiBaTa [<PHRASE+P4> ABLAMIHANNBCTLKS HAKIDABAHS H BHPBIBHHE NiKa
be_dgk. AKOE BXSLUAPNAGLIIA IMITEAS . ICTITHUNLX NPANOPLNA XuBaTa [<PHRASE+P4> wa iwxa
be_4gk. SXMULAPNREUUA 2 MITAA AOHAY.  NPANOPUMA xuiaTa [<PHRASE+P4> AGQAMIHANNBCTHKS HAKIDSBAHS HA BUPSIAHHE NILKS
be_4gk. 3 M3TOM DAHOYNEHHR SCTaTHUN . XwBaTa /<PHRASE+P4> AGRAMHANABE ThKD HOKIPOBAHD HB BHPB3ANHHE NuKA
be_dgk. maTaR FCTITHIUHBX Ko Ha BLp! DIEKDY CXYPS | TRYwaBLX anxnanay. /<PHRASE . AKis 3 ABINICA NacnA ponay

be_dgk  matan SCTITHUHbIX ThiKO HO Bbip e niwkay cxyps J<PHRASE+C1> TAYWHABHX AKNANAY. RKIA 3 RBUNICR

be_dgk. mMoTaR cToTMUHbK.. A6 nacTuNG 3 BLIPAIBHHE NUKAY CXYPH | TNYWHABHX OXNAN0Y /<PHRASE . AKin 3 ABINICR Nacn ponay

be_dgk. maren CTITHUNBX ThiKg BLIPa3aHHe NilKay crypsl J<PHRASEC1> TNYWBBMX SAKNANBY, AKIA 3 ABINICA

be_dgk.  BIMANEHMA CTITLUMXMDANO.. WBKIPBBANE HO BLPBIBHNE NILIKAY CKYPH | TNlyWaBkx anxnanag /<PHRASE+C3> AKiR IABLNICA NACAA PORaY

be_4gk. BAMBPNEHHA SCTITHUMBXNPENO.. HAEKIPBBAHE HA BLPE3BHHE NiKay ckypsi j<PHRASE+C1> TNyLUABLX BAKNARAY. AKA 3 RBUNICA

be_dgk . AAHAPNEHHA SCTITWUHLXNPANOD.. HAKIPABAHA HA BHPAIBHHE MLKAY CKYPH | TNywUaBLX anXnanay. /<PHRASE+C3> KR 3 RBUNCK NACAR PORAY

be_4gK.  DAMAPNEHHA SCTITHUMBXTIPAND. HBKIPBBAHA HA BHPa3BHHE Niwkay cryps I<PHRASE+C1> TAYWUSBMX AAKNBRY. AKIR 3 FBINICR

be_4gk 3CTITMUHLXMPANOPUMA XBAT.  HB BUPO3IBHHE NIWKAY CKYPH | TIYWHBSX aaKnansy. [<PHRASE-C3> K% 3 ABUNCK NOCAA POABY

be_4gk. 3ICTITHIGHMXNPANOPUNA XBIBAT.  HB BLPBIBHHE MUKEY CKypPs <PHRASE+C1> TRYWISBsX SOKNANBY, AKIA 3 ABLNICK

be_4gk.  3CTITRUNLXPBNOPUMA XLBAT. WA BHPBIBHHE NILXEY CKYPM | TNYI4BBMK 8OKNGAY./<PHRASE+C3> AKIR 3 ABUNCA NBCAA PODAY

be_dgk. ICTOTMUMMXNPANOPUNA XNBAT.. WS BHPB3BHME NiuKey Cryps <PHRASE-C1> ThYWUBBAX BIKNANBY. KA 3 ABINICA

be_dgk . NPBNOPLAA XEATA AGASMMEN. . BUPB3AMME K CKYDH | TYUMBBLX AOKNANAY [PHRASE-C3> AKif I ABLNICA NACHA Ponag

Fig. 4. Applying syntactic grammar for extracting punctuational syntagmas.



In the research following syntactic rules were used for the arrangement of syntagmas
boundaries. They are based on the semantic and formal union of two (or more) full-
meaning words connected by subordinate relations of the Belarusian literary language.
According to the number of principal parts of speech that can serve as the main com-
ponent, there are 6 types of phrases: nominative, adjective, verbal, adverbial, preposi-
tionaland conjunction groups. They are extracted according to the main word/compo-
nent and some subordinate members of the sentence.

1. The boundary is drawn between a nominative group that includes a noun and sev-
eral codependent or sub-dependent components: a noun and a group of words that con-
vey the same related concepts; a noun and a complex name; a noun and a syntactically
indivisible phrase. In these coordinated combinations of words, the main component is
the noun.

2. The boundary is placed between the verbal group, where the verb is the grammat-
ical and semantic core of the sentence and enters into subordinate relations with a large
number of subordinate members of the sentence.

3. The boundary is drawn between phrases with an adjective as the main component,
which include an adjective and a noun in different cases. They can be an adjective, a
preposition and a noun in different cases; an adjective in the forms of degrees of com-
parison with adverbs and particles; an adjective with an infinitive; an adjective with
pronouns; word combinations of adjectives; an adjective and several co-dependent or
sub-dependent components; an adjective and a group of words that convey the same
related concepts; an adjective and a complex name; an adjective and syntactically indi-
visible phrase; an adjective with a noun in different cases and determinators; an adjec-
tive, a preposition with a noun in different cases and a determinator.

4. The boundary is placed between the adverbial group, where the adverb acts as the
main component in the following combinations: adverb and qualitative/quantita-
tive/qualitative-circumstantial adverb; qualitative/quantitative/qualitative-circumstan-
tial adverb with a preposition and a noun in different cases; adverb and pronouns.

5. The boundary is placed between the prepositional group that separates long com-
binations of adjectives with nouns or the verbal group.

6. The boundary is placed before all types of conjunctions. With three or more ho-
mogeneous members, it combines the last two.

Using theoretical knowledge in the delimitation of Belarusian texts the authors have
developed a list of formal rules for determining lexical syntagmas based on the medical
text corpus (see fig.5). Each line describes a combination of speech parts that are in-
cluded in one syntactic rule. The computer system must consistently analyze each rule
until it finds the item that matches the combinations of certain words in the sentence
and automatically sets the boundaries of syntagmas. The main principle is to take into
account the right and the left context that separates syntagmas. Uppercase of Latin let-
ters marks a part of speech and its case, the “+” signs a combination, the right arrow
“—” indicates the parts of speech that separates previous and subsequent syntagmas
(starts a new syntagma), forward slash “/” suggests possible variants of those parts of
speech that begin the next syntagma. The”/ PUNKT /” symbol describes any of the
punctuation marks that possibly separates punctuational syntagmas. It is important to
note that syntactic grammars are designed for the computer processing of syntactic-



8

accent units at the machine level. For the moment, the list consists of 250 formal rules.
However, their number may increase during the analysis of a larger volume of material
and testing the system for defining new types of syntagmas.

104. P+N+R—C//PUNCT//V

105. P+I+P—V/C//PUNKT/

106. P+R+P—P+J+N+V

107. P+J+N+V—PUNKT//C

108. P+V+P+N—C//PUNKT/

109. D+J+I+N—-I/C/V//PUNKT/L/PART2
110. J+J+J+N—-I/C/V//PUNKT/L/PART2
111. RAN+N+J+N—-I/C/V//PUNKT/L/PART2
112. RHIPL+N—-I/C/V//PUNKT/L/PART2
113. R+I+J+J+N—-I/C/V//PUNKT/L/PART2
114. R+P+INF—I/C/V//PUNKT/L/PART2
115. R+P+ECIb—C//PUNKT//

116. RHI+N—I+N

117. RHMVA+INF—N+I+N+N

118. R+V+I+N+N+N—I/C/V//PUNKT/

119. R+V+I+N+N—-P

Fig. 5. The fragment of a list of formal rules for determining lexical syntagmas.

5 Application of formal grammars in NooJ

Based on the segmentation techniques proposed above, the authors have developed a
NooJ syntactical grammar (see Fig. 6) representing the initial stage of prosodic pro-
cessing for text-to-speech systems. It consists of 7 graphs: syntagmas which start a sen-
tence, verbal, adverbialial, noun, pronoun, prepositional, conjunction groups. In their
turn, some of them are also divided into subgraphs.
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= Main Belarusian/Belarusian syntactic grammar consists of 11 graphs.
ADVERBIAL GROUP
= BEGINING
ADJGR
ADVGR BEGINING
NOUNGR
PREPGR
CONJUNCTION GROUP (X) _ [NOUNGROUP ]
NOUNGROUP w
PREPOSITIONALGROUP
PRONOUN GROUP ‘\;EEI;RggROUP
VERBGROUP
PREPOSITIONALGROUP |

ADVERBIAL GROUP
PRONOUN GROUP

PRGR

CONJUNCTION GROUP [y
CONJGR

Fig. 6. Syntactic grammar for extracting lexical syntagmas in NooJ.

Firstly, the system automatically defines syntagmas that start the sentence. For this, it
specifies punctuation marks that finish the previous sentence and uses a ”Beginning”
graph that is the combination of different speech parts (see fig. 7, 8). It also subdivided
into four subgraphs according to the main component of accentual unit. After finding
the correct subgraph that corresponds to a certain rule from the list, the system analyzes
the right context: formal markers that indicate the boundary between syntagmas
(main/auxiliary parts of speech or punctuation). This marker is an indicator of a new
syntagma. Thus, a boundary is drawn between the word combination of one subgraph
and defined markers that begin a new syntagma. According to this principle, the syn-
tactic grammar should work.

a5 C:\Users\kacha\OneDrive\/lokymenTsi\NooJ\be\Syntactic Analysis\Noo)_segmentation.nog

- Main Belarusian/Belarusian syntactic grammar consists of 11 graphs.
ADVERBIAL GROUP

SR BEGINING

ADJGR
ADVGR BEGINING

NOUNGR
PREPGR
NOUNGROUP
PREPOSITIONALGROUP
-~ PRONOUN GROUP
VERBGROUP

Fig. 7. A “Beginning” graph of the syntactic grammar for extracting lexical syntagmas in NoolJ.
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o © i i is\Nool i [==x[=m]
= Main Belarusian/Belarusian syntactic grammar consists of 11 graphs
ADVERBIAL GROUP
= BEGINING <VERB>
praseil NOUNGR <PREPOSITION>
NOUNGR| (e <CONJUNCTION>
INOUND ~— <NUMERAL>
NOUNGROUP p <PRONOUN>
PREPOSITIONALGROUP g <PREDICATIVE>
PRONOUN GROUP <GERUND>
VERBGROUP ? <PARTICIPLE>
e
1, <ADVERB> =) P

" ‘( ’/'—D{/
/

SYNT /

APREPOSITION H{PRONOUN Jr = = /‘
[NOUNY
[ADVERB ——[VERB )

Fig. 8. Syntactic grammar for extracting noun groups at the beginning of the sentence.

Figure 9 shows the Pronoun graph which consists of 6 subgraphs. The main principle
of this grammar is the combination of pronouns as main words of syntagmas and their
subordinate components. It’s very important to consider the right and the left context
(words/expressions) which surround this syntagma for delimiting its boundaries. For
greater clarity let’s consider the first subgraph. The left context can be a conjunction, a
numeral adverb, or some punctuation marks represented in this figure. The syntagma is
a combination of a pronoun, an adjective and a noun or some nouns that close it in case
if the next sign is a verb, a preposition, a conjunction, a numeral, an adjective, a pro-
noun, a predicative, a gerund, a particle, an adverb, or any punctuation mark. The other
6 graphs have the same structure and principle of working out.

52! Modified] C: i i i i E=3E58
B Man Belarusian/Belarusian syniactic grammar consists of 11 graphs.
ADVERBIAL GROUP
1 BEGINING ~
ADJGR 2 -
wown PRONOUN GROUP [ADECTIVE )
NOUNGR
e ol <VERB>
NOUNGROLP <CONJUNCTION> <PREPOSITION>
PREPOSITIONALGROUP <CONJUNCTION>
<NUMERAL>
VERBGROLP <ADJECTIVE>
<PRONOUN>
<PREDICATIVE>
<GERUND> /EP
<PARTICIPLE>
<ADVERB>
e
!
(
)

F==="1

Fig. 9. The graph for extracting pronoun group of lexical syntagmas.

The results of applying syntactic grammar (in particular, noun group and prepositional
group) are demonstrated in figure 10. It separates the left context, a syntagma and the
right context. The grammar has some flaws and demands follow-up revision. The main
hypothesis of the grammar is sequential processing of each subgraph from the most
complex to the simplest. The same is necessary for graphs. Except this, there is a
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problem with homonyms, numbers and abbreviations which are not taken into account
in the grammar. The next step of the research is detailed grammar testing on the whole
corpus on a medical domain for searching new word combinations into syntagmas, their
adding into graphsand correcting mistakes and bugs.

Reset | Display. [ 50 @ characters  before. and
[ © word forms

50 sftec. Displsy. ¥ Matches W Outputs

Before |

Seq.

| After

PPIIBIHIO NPBIYAIHACINA Ja HLIFAPITHL. &H He 3aTyMBaeIIa
YTHACIIS KAHTAKTaY 3 KypuaMi JamaMoryns nasGasiima
a4aus Mep npaditakTLIKi 3aXBOPBAHHAY, He 8

Gisajoma He aapa a [pas unpar raaoy
oBail J3efHACI, KypaU 3aThIM HAYXLTEHA
PBaHHE ATHOMN UBITAPITH IKBIBATCHTHA IHAXOLKAHHIO HA
AGaMIHAILIACTBIKA AGIAMIHAIIACTBIKA — a0 EMHae

. i HaaxBapoT. Kypus! OnimuanM 651 IMKHYIIUA HACKIUILD
He CKA3allb NPA TOe, MTO YATABeYH! APraHiIM BAT01ae
UiKaBA: KaTi HikaliHy ¥ ULIrapIne Mata. 4acTara i

ecui HemanpayHyio wkoxy 3aapofio. Kan & natyqaiouua
yaax. cTpayHikaBa-KiMAYHLIM TPAKIE, IITO NPLIBOI3IND

A, npaly, SKas pa3pisata 6 TBOPYBIA JAJATKI | BAIA

AKIX MOZA NPKIBeCtli KypIHHe. JICrKATyMHA CTABAYBICK
OPBANHI ~ IITa 2014 IHMLIX, GOABM C1A0HIX, CXLTHHBIX
ixoaa KYPAHHR Kani uazasex CPUILIHIO NTPLIMBIHACLIIA
1a. Bo MO3ry narpaGHL! AXNAYLIHAK. 3PYIBAIOYE! IBHIKTH
ifHa MAPKYIOlb, WTO iM 61 OyI3e CIATAPOKHIALD
ui no3Ha ¥ Kypuoy y3Hikaous ATArT9HBIR IMEHH ¥
apranisMa. SIx npasiza. 60abmAas YACTKA NANBICHTAY
AETKIX. XBapoOsl c3pua i aMpizama. KypaHHe — anHa

a6 ThIX NAAKIX HacTyncreax./PREPGR

aa TeiryHo VPREPGR

a1 WKOAHKX npussrak./PREPGR

a1 aro imrnciyHacui./PREPGR

AaBapoOTHH! X0/ NOUNGRAIBAPOTHH! X0

axbIyaenait ayramarictpati R NOUNGRaxksry 1eHail a¥
anepauntiinae Ymamanne,/ NOUNGRanepaisifinae ™msm
apraeisM myHait 103ai HikauiRy /NOUNGRaprasizu m.
BRITIKIM 3a1acaM TpaiBazactii MSKyo9s/NOUNGRBaNik
rIBIGIHS 3AILTKAK aKa3Baeua 601bmai/ NOUNGRIIRIG
2a xypauns?/PREPGR

Ia pa3Binusg uskkix xsapo6 VPREPGR

aa prazizausti 3a0asHacueit./PREPGR

2a cBaitro 33apo’
aa xsapoG moxseit./PREPGR

Aa usirap3tel,/PREPGR

218 cabe MaATHIK pasymoBait/PREPGR

noGpae camaaadysanHe,/ NOUNGRaoGpae caMaaIqyBaH.
ABIXATHHBIX MLAXaX./ NOUNGRIBXATHHAIX MUISXAX
AAHYBIHBI Nacd poaay. /NOUNGRAIHYBIHE NAC/E PO
3 aCHOVHBIX MPBIMbIH Y3HIKHEHHA pakaBbiX/PREPGR

21a SKIX MOXa OphIBectl KyparHe. J1
NArpo3sl 3aXBOPBAHHA HA PAK. HA X|
JIBIM UBITapIT NABOIBHA NAITOYBAR|
KOABKACI UBIFap3T, SKif CKYPBAKOL
AZe KABAPCTBA HIKANIHY He TOIBKI ¥
npausry 36 raasin. Lisirapata smsm
AKOC AAKBIIUAYINCULA 3 MITAH aHA
aBita? bt TOM. NpbI AKO|
gactti ¥ im axoVHBIX MeXari3Mal
. i HaanBapoT. Kypis! Gbimanm G5l iy
V acCHOYHBIM Y IKOIBHEIM Y3POCUS
Yxapousae xeme. [1a JaHBIX JaK18
I THIM CAMBIM CYNPAULCTASL NPBIB
KYPIIL 2ibih c20¢ HeNApAKATEHSL
AJle, HA KATh, TAKI ANTHIMIIM HEIBT
CH He 3aJayMBacuua a0 THIX UAAKIX

a3eftHACI, KyPall 3aThIM HAVXLTHHA

3axsopBaHuAV y 3LUA. Tyt v capan

Fig. 10. Applying lexical grammars of noun and prepositional groups in the corpus of a medical

domain.

Corpus contains 627 texts.

Corpus contains 1970166 characters.

Rank Term Frequency

1 lopbiAplYHan Aanamora; /NOUNGRipbiAbIYHAA Aanamora 2

2 caupiAnbHae cynpaBagxsHHe ; /NOUNGRcaupiafibHae cynpaBagXsHHe 2

3 SMaubifHafbHas MaAaTpbiMka; /NOUNGRaMaLbiaHanbHas NaaTpsivka 2

4 Ana acob, /PREPGR 1

5 3a pganamorail y/PREPGR 1

6 TSpLITAPLIANLHLIX LSHTpay caupianbHara/NOUNGRTSpLITapbiANbHEX LUSHTpay 1

7 caupiAanbHara abcnyroysaHHA HacenbHiuTsa Bbl/NOUNGRcaubisnbHara a6cnyroysaHHA HacenbHiutsa 1
8 YacoBbl MpbITYNaK./NOUNGRYacoBel MpbiTynak 1

9 3a Aanamorai y paniriimbisa apraHisausii, /PREPGR 1

10 npaBAA3eHHA MepwacHai KaHcynbTaupll i/NOUNGRNpaBAASeHHA nepwacHait kaHcynbTaupii 1
11 TsnedpoHa ana acob,/NOUNGRTanepoHa Ana acob 1

12 USHTpay caupiAnbHara abcnyroysaHHA HacenbHiuTsa Bbl/NOUNGRUSHTpay caupianbHara abcayroysanHA HacenbHiutea 1
13 TAywyasbX aAaknagay,/NOUNGRTIywyaBbiX aaknagay 1

14 rpamaackix apranisaupiii, /NOUNGRrpamaackix apranisaupiit 1

15 ca CTaupisHapHara TanedpoHa /PREPGR 1

16 y paniriiivbia apradisaupii, /PREPGR 1

17 nakapaHHa y Bbirnagse wrpady anb6o/NOUNGRnakapaHHs ¥ Bbirnagse wrpady 1

18 pamaackina apraHisaupii./NOUNGRIpamasckia apranisaupelii 1

19 na caubliAnbHaili paboue ANA NpaBAA3eHHA NepwacHai/PREPGR 1

20 CTaupiAsHapHara TanepoHa /NOUNGRcTaupisHapHara TanepoHa 1

21 apranisasaHa paboTa KpeisicHbix/NOUNGRapraHisasaHa paboTa 1

22 na caubifibHaiA paboue./PREPGR 1

Fig. 11. Statistical analysis of applying lexical grammars in the corpus of a medical domain.

It is also planned to develop a syntactic grammar for extracting collocations and com-
bine three types of grammars (punctuation, grammatical and lexical).
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6 Conclusion

This paper represents an algorithm for extracting grammars and the grammar for auto-
matic highlighting the intonation boundaries between syntagmas at the syntax level.
The main core is the morphological and syntactic principle. The approach is confined
in the ability of a particular speech part to match with words of other lexical and gram-
matical classes and occupy certain syntactic position. The concept is grounded in a su-
perficial syntactic analysis of a text with the emphasis on grammatical characteristics
of speech parts that combine accentual units. The results can be used for further research
in phrase delimitation of Belarusian. Identified prosodic rules for dividing speech flow
not only at punctuation level estimate value of intonation peculiarities of a certain lan-
guage. This grammar is also wholesome to create an algorithm for segmenting textual
information in the Belarusian speech synthesis systems.
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