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Software Subsystem Analysis of Prosodic
Signs of Emotional Intonation

Boris Lobanov(B) and Vladimir Zhitko

The United Institute of Informatics Problems of National Academy of Sciences
of Belarus, Minsk, Belarus

lobanov@newman.bas-net.by, zhitko.vladimir@gmail.com

Abstract. The main results of the update of the “IntonTrainer” sys-
tem are the purposes of analyzing and studying the prosodic signs of
emotional intonation are described. A distinctive functional feature of
the updated system is the creation of an expanded set of prosodic signs
of emotional intonation. The paper presents preliminary assessments of
their effectiveness using the RAVDESS database of emotional phrases of
English speech.

Keywords: Speech intonation · Basic emotions ·
Emotional intonation · Melodic portrait · Intonation analysis ·
Software model

1 Introduction

Well known that human speech conveys not only semantic but also emotional
information. There are many different discrete sets of emotions. However, most
studies are limited to analyzing the prosodic characteristics of the following 6
emotional states: “Neutrality”, “‘Joy”, “Sadness”, “Anger”, “Fear”, “Surprise”.
There are also a number of emotions attributed quite often to the main ones, such
as “Suffering”, “Aversion”, “Contempt”, “Shame”, and in addition, numerous
shades of the above emotions.

Today, there is not enough knowledge about the details of acoustic models
that describe certain emotions of the human voice. Typical acoustic character-
istics that are believed to be involved in this process include the following [1,2]:

– Level, range and shape of the pitch contour;
– Level of vocal energy and speech rate.

Recently, some important new speech characteristics have been investigated,
such as formant frequencies, linear prediction coefficients (LPC), and the Mel-
frequency cepstral coefficients (MFCC) [3–5].

In one of the recent works devoted to the analysis of prosodic characteris-
tics of emotions [6], it is proposed to use the following description of the pitch
contour:
c© Springer Nature Switzerland AG 2019
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– The number of maxima in the contour of the main tone in the voiced segment;
– Average value and peak variance;
– Medium tilt;
– Average gradient between two sample points on the pitch curve;
– Variance of pitch gradients.

Our previous work [7] was devoted to the analysis and comparison of the
pitch contours of various intonation patterns with the help of software system
“IntonTrainer”. It aimed to for study, training, and analysis of speech intonation.
The software system “IntonTrainer” contains subsystems that include sets of
reference phrases that represent the basic intonation models of Russian, English
(British and American versions), German and Chinese speech.

The purpose of this work is to update the existing system by supplementing it
with a subsystem for analyzing the prosodic signs of emotional intonation. Such a
subsystem should provide analysis and visualization of an effective set of prosodic
signs of emotional intonation using the available databases of emotional speech.
In this work, for testing purposes, we use the Ryerson Audio-Visual Database of
Emotional Speech and Song (RAVDESS) [8].

2 Visual Representation of Emotional Intonation
Features

To create a subsystem that allows for detailed analysis and visualization of
emotional intonation we add to the “IntonTrainer” system some new func-
tions described below (see: folder name “English Emotions” at the site https://
intontrainer.by).

The initial Application window is shown in Fig. 1.

Fig. 1. Initial window

After clicking the “Start” button, the main window opens, containing a struc-
tured list of reference phrases indicating the name of the announcer, the name
of the emotion and the text of the phrase in which it is reflected (see Fig. 2).
The numbers 0 or 1 indicated two levels of emotional intensity.

https://intontrainer.by
https://intontrainer.by
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Fig. 2. Main window

By selecting the desired directory with the cursor, for example: “1 Male
Speaker (1) - 1 neutral 1 Dogs are sitting by the door” opens a window (Fig. 3)
in which are displayed the results of the intonation analysis of this phrase in a
graphic view. The continuous curve in Fig. 3 displays the trajectory of F0 change
on the voice sections of the phrase and is presented in the form of the Normalized
Melodic Portrait (NMP).

Fig. 3. Window displaying the NMP curve of the phrase “Dogs are sitting by the door”
(Neutral emotion)

Segmentation of speech signal into voice regions is carried out automatically
(by selecting the Auto Marking mode). Segmentation is based on the informa-
tion about periodicity in the signal (voice presence), while the presence of a
sufficiently high signal amplitude - A0 (t). The construction of the NMP curve,
in contrast to the Universal Melodic Portrait of the UMP [7], does not require
“manual” marking of the phrase on the “pre-core”, “core” and “post-core” sec-
tions. The horizontal dashed line on the screen shows the average value of the
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NMP curve. Two vertical lines show the information on the position of the center
of the NMP curve and its width on the normalized time axis.

It is also possible to calculate and display the derivative of the NMP in a
similar way (see Fig. 4). The height of the column (to the left of the NMP) shows
the range of variation of the F0 in octaves.

Fig. 4. Displaying of the NMP and its derivative

In the left part in Figs. 3, 4 control buttons are shown with which the following
functions are available:

– “Play Template” - listening to reference phrases.
– “Rec” - quick recording of user phrases through a microphone,
– “Open Instance File” - call test phrases from the “TEST” folder.

For individual training of emotional intonation, the user can apply an
extended or built-in microphone by pressing button “Rec”.

The user has also the ability to visually compare melodic portraits of various
emotions using test phrases from the “TEST” folder by pressing the button
“Open Instance File”. In Fig. 5 there are presented for comparison 2 curves of
NMP (neutral emotion and emotion of anger) for the same speaker and phrase.

Fig. 5. NMPs of neutral (red line) and anger (dark line) emotions (Color figure online)
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3 Numerical Evaluation of Signs of Emotional Intonation

The numerical estimates of the signs of emotional intonation are based mainly on
the results of measuring various parameters of the NMP presented in Figs. 3, 4, 5.
Based on the NMP, the following set of features is calculated:

– Mean Value of the NMP (in % of the maximal value of the NMP);
– Center of the NMP position (in % of the normalized length of the NMP);
– Width of the NMP (in % of the normalized length of the NMP);
– Mean Value of the NMP derivative (in % of the maximal value of the NMP

derivative);
– Center of the NMP derivative (in % of the normalized length of the NMP

derivative);
– Width of the NMP derivative in % of the normalized length of the NMP

derivative).
– Additionally, the following features are calculated from the source signal:
– F0-Diapason (in octaves): D = (F0max/F0min) – 1;
– F0-Mean Register (in Hz): R = (F0max - F0min)/2;
– Voiced Sounds Level (in %, as the average value of the signal amplitudes

relative to the maximum value;
– Voiced Sounds Duration [in seconds], as the total duration of voice sections.

In the left part at the bottom of Figs. 3, 4, 5 control buttons are shown for
“Save Metrics” functions. When you click the “Save Metrics” button appears
and a page opens in EXCEL, on which a complete set of 10 prosodic features of
the reference phrase is written (see Table 1). The obtained data is stored in the
same folder where the reference phrase being studied is stored.

Table 1. Prosodic features of the phrase “Dogs are sitting by the door” (Neutral
emotion)

# Names of prosodic features Results

1 F0-Diapason [Octaves] 0,56

2 F0-Register [Hz] 111,50

3 Mean Value of the NMP [%] 46,14

4 Center of the NMP [%] 42

5 Width of the NMP [%] 33,03

6 Mean Value of the NMP derivative [%] 54,65

7 Center of the NMP derivative [%] 5,77

8 Width of the NMP derivative [%] 54,71

9 Voiced Sounds Level [%] 24

10 Voiced Sounds Duration [Sec] 1,71

Table 2 shows an example of the results of calculating the numerical values
of the prosodic signs of a phrase expressing the emotion “Anger”.
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Table 2. Prosodic features of the phrase “Dogs are sitting by the door” (Anger emo-
tion)

# Names of prosodic features Results

1 F0-Diapason [Octaves] 1,17

2 F0-Register [Hz] 258,5

3 Mean Value of the NMP [%] 36,94

4 Center of the NMP [%] 42,69

5 Width of the NMP [%] 36,91

6 Mean Value of the NMP derivative [%] 44,26

7 Center of the NMP derivative [%] 44,92

8 Width of the NMP derivative [%] 47,34

9 Voiced Sounds Level [%] 34

10 Voiced Sounds Duration [Sec] 2,43

At the time, when the user makes a visual comparison of NMPs of reference
and tests phrases (see Fig. 5), it is also possible to calculate and to click the
“Save Metrics” button to store values of ratios for each prosodic signs of this
couple of phrases in dB scale. The results of a calculation based on the data
given in Tables 1 and 2 (a pair of phrases with “Anger/Neutrality” emotions) is
shown in Table 3.

The use of ratios in dB scale allows the comparison of a pair of phrases with
different emotions, using prosodic signs of different nature and in various units
of measurement.

Table 3. Relative values for the prosodic features of a pair “Anger/Neutrality” emo-
tions

# Names of prosodic features Results

1 F0-Diapason 1,33

2 F0-Register 3,66

3 Mean Value of the NMP −1,22

4 Center of the NMP 0,21

5 Width of the NMP −0,11

6 Mean Value of the NMP derivative −2,69

7 Center of the NMP derivative 0,30

8 Width of the NMP derivative −0,16

9 Voiced Sounds Level 2,06

10 Voiced Sounds Duration 1,27

4 Preliminary Testing of the Developed Signs
of Emotional Intonation

For testing of the developed signs, we used the RAVDESS emotion database [8].
It is a validated multimodal database of emotional speech. The database is
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gender balanced consisting of 24 professional actors and actresses, vocaliz-
ing lexically-matched statements in a neutral North American accent. Speech
includes Neutral, Happy, Sad, Angry, Fearful, Surprise, and Disgust expressions
of emotions. The common number of emotional speech samples available for test-
ing is 1534. The testing and analysis of such a big database become possible only
with the involvement of special programs for processing big data, for example,
using neural network algorithms that we are planning to realize in the future.

Below on Fig. 6 we present comparative graphs of the NMP and the tables
with data in the logarithmic ratio for each of the 10 signs (see: Table 3) for three
pairs of emotions expressed by one of the male and female actors.

A) Happy / Neutral

B) Sad / Neutral

Fig. 6. Graphs of the NMP (top rows) and the tables (bottom rows) for three pairs of
emotions expressed by one of male (left column) and female (right column) actors.
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C) Angry / Neutral

Fig. 6. (continued)

The present study of the effectiveness of the developed signs of emotional
intonation showed their significant distinctive power when comparing different
pairs of emotions. It should be noted that one group of signs can play a large
role in distinguishing the emotions of one speaker and be poorly informative for
another speaker. So, for example, from Fig. 6 it is clear that signs 1, 2, 9, 10,
calculated from the source signal, play the most significant role in distinguishing
emotions in a male speaker. To distinguish the emotions of a female speaker, the
most significant role is played by signs of 3, 4, 5, 6 calculated from NMPs.

5 Conclusions

The task of upgrading the “IntonTrainer” system wasn’t including the creation
of a valid speech emotion recognition model. The ultimate goal of refinement
was limited to the creation of such a software tool that would provide analysis
and visualization of an extended set of prosodic signs of emotional intonation,
and which could be used as a new tool for phonetic studies of speech.

We do not exclude also some applied aspects of the application, for example,
in the tasks of teaching the required emotional intonation of actors, as well as
people of various professions who are striving to enhance their so-called “emo-
tional intelligence (EQ)”. For this, in the Similarity Measure section (see the
Main settings window of the “IntonTrainer”) it is possible choose a method for
assessing the intonation proximity of the spoken phrase to the reference one,
using various similarity measures. The chosen method of calculating the into-
national similarity is then used in calculating the digital or verbal evaluation
assessment of the intonation quality of the spoken phrase.



288 B. Lobanov and V. Zhitko

References

1. Banse, R., Sherer, K.R.: Acoustic profiles in vocal emotion expression. J. Pers. Soc.
Psychol. 70(3), 614–636 (1996)

2. Abelin, A., Allwood, J.: Cross-linguistic interpretation of emotional prosody. In:
Proceedings of the ISCA Workshop on Speech and Emotion (2000)

3. Ververidis, D., Kotropoulos, C., Pitas, I.: Automatic emotional speech classification.
In: Proceedings of 2004 IEEE International Conference on Acoustics, Speech and
Signal Processing, Montreal, vol. 1, pp. 593–596, May 2004

4. Xiao, Z., Dellandrea, E., Dou, W., Chen, L.: Features extraction and selection for
emotional speech classification. In: 2005 IEEE Conference on Advanced Video and
Signal Based Surveillance (AVSS), pp. 411–416, September 2005

5. Pao, T.-L., Chen, Y.-T., Yeh, J.-H., Li, P.-J.: Mandarin emotional speech recognition
based on SVM and NN. In: Proceedings of the 18th International Conference on
Pattern Recognition (ICPR 2006), vol. 1, pp. 1096–1100, September 2006

6. Sbattella, L., Colombo, L., Rinaldi, C., Tedesco, R., Matteucci, M., Trivilini, A.:
Extracting emotions and communication styles from prosody. Physiological Com-
puting Systems. LNCS, vol. 8908, pp. 21–42. Springer, Heidelberg (2014). https://
doi.org/10.1007/978-3-662-45686-6 2

7. Lobanov, B., Zhitko, V., Zahariev, V.: A prototype of the software system for study,
training and analysis of speech intonation. In: Karpov, A., Jokisch, O., Potapova,
R. (eds.) SPECOM 2018. LNCS (LNAI), vol. 11096, pp. 337–346. Springer, Cham
(2018). https://doi.org/10.1007/978-3-319-99579-3 36

8. Livingstone, S.R., Russo, F.A.: The Ryerson Audio-visual Database of Emotional
Speech and Song (RAVDESS): a dynamic, multimodal set of facial and vocal
expressions in North American English (2018). https://doi.org/10.1371/journal.
pone.0196391

https://doi.org/10.1007/978-3-662-45686-6_2
https://doi.org/10.1007/978-3-662-45686-6_2
https://doi.org/10.1007/978-3-319-99579-3_36
https://doi.org/10.1371/journal.pone.0196391
https://doi.org/10.1371/journal.pone.0196391

	SPECOM 2019 Preface
	Organization
	Contents
	The Representation of Speech and Its Processing in the Human Brain and Deep Neural Networks
	Abstract
	1 Introduction
	2 Speech Representations
	3 Adaptation to Non-standard Speech
	3.1 Does a DNN Show Human-Like Adaptation to Nonstandard Speech?
	3.2 Are Nonstandard Sounds Processed Similarly in Human Listeners and DNNs?

	4 Concluding Remarks
	Acknowledgments
	References

	A Detailed Analysis and Improvement of Feature-Based Named Entity Recognition for Turkish
	1 Introduction
	2 Previous Work
	3 Datasets
	4 Methodology
	4.1 Model
	4.2 Features
	4.3 Evaluation Metrics

	5 Results and Discussion
	6 Conclusion and Future Work
	References

	A Comparative Study of Classical and Deep Classifiers for Textual Addressee Detection in Human-Human-Machine Conversations
	1 Introduction
	2 Related Work
	3 Classifiers
	3.1 Classical Models
	3.2 Deep Models
	3.3 Fusion

	4 Corpora
	5 Experimental Results
	6 Conclusions
	References

	Acoustic Event Mixing to Multichannel AMI Data for Distant Speech Recognition and Acoustic Event Classification Benchmarking
	1 Introduction
	2 Preliminary Information
	2.1 Revision of Available Corpora
	2.2 Problem Formulation

	3 Proposed Approach to Acoustic Event Mixing
	3.1 Acoustic Event Spatial Reverberation
	3.2 Acoustic Event Mixing
	3.3 Parameter Specification for the AMI Corpus

	4 Evaluation and Results
	4.1 Evaluation Methods and Metrics
	4.2 Evaluation Results

	5 Conclusion
	References

	Speech-Based L2 Call System for English Foreign Speakers
	1 Introduction
	2 Dataset Description
	3 Features Prediction
	3.1 Features Produced by Universal Sentence Encoder
	3.2 Features Using Python English Grammar Checker Toolkit
	3.3 Part-of-Speech (POS) Features
	3.4 Response Embedding to Binary Features

	4 Evaluation
	4.1 Evaluation Metric
	4.2 Experiments and Results
	4.3 Fusion of Multiple Models
	4.4 Comparison and Discussion

	5 Conclusion and Future Work
	References

	A Pattern Mining Approach in Feature Extraction for Emotion Recognition from Speech
	1 Introduction
	2 Our Approach
	2.1 Dimensionality Reduction
	2.2 Discretization
	2.3 Pattern Mining
	2.4 Feature Extraction
	2.5 Classification

	3 Dataset and Experimental Results
	3.1 Dataset
	3.2 Experimental Results

	4 Conclusion
	References

	Towards a Dialect Classification in German Speech Samples
	1 Introduction
	2 Methods
	2.1 Speech Data
	2.2 Models

	3 Baseline Experiments
	4 Results and Discussion
	5 Conclusions
	References

	Classification of Regional Accent Using Speech Rhythm Metrics
	Abstract
	1 Introduction
	2 MSA Language
	3 Rhythm Modeling
	4 Participants
	5 Experiments and Results
	5.1 Rhythm Metrics Dataset
	5.2 Classifier Design
	5.3 Experiments

	6 Conclusion
	References

	PocketEAR: An Assistive Sound Classification System for Hearing-Impaired
	1 Introduction
	1.1 Motivation

	2 System Architecture
	2.1 Client Application
	2.2 Servers
	2.3 Operator's Console

	3 Environmental Sound Classification
	3.1 Classifier Architecture
	3.2 Classifier Training

	4 Results
	References

	Time-Continuous Emotion Recognition Using Spectrogram Based CNN-RNN Modelling
	1 Introduction
	2 Related Work
	3 Data and Preprocessing
	3.1 Database
	3.2 Labels
	3.3 The Spectrogram
	3.4 The Waveform

	4 Experiments and Results
	4.1 The Spectrogram
	4.2 The Waveform
	4.3 Comparison of Segmenting Window Length
	4.4 Comparison of the Proposed Approach to the Existing One

	5 Conclusion
	References

	Developmental Disorders Manifestation in the Characteristics of the Child’s Voice and Speech: Perceptual and Acoustic Study
	Abstract
	1 Introduction
	2 Methods
	3 Results
	3.1 Experiment 1. Recognition of the Child’s State, Age, Gender by Pediatric Students
	3.2 Experiment 2. Recognition of the Child’s State by Psychiatric Students and Psychiatrists
	3.3 Acoustic Data
	3.4 Experiment 3. Description of Child’s Speech Material by Specialists (Researchers)

	4 Discussion
	5 Conclusions
	Acknowledgements
	References

	RUSLAN: Russian Spoken Language Corpus for Speech Synthesis
	1 Introduction
	2 Speech Corpus
	2.1 Text Preprocessing
	2.2 Recording Process

	3 Neural Network for Speech Synthesis
	3.1 Neural Network Architecture
	3.2 Training

	4 Evaluation
	4.1 Mean Opinion Score

	5 Conclusion
	References

	Differentiating Laughter Types via HMM/DNN and Probabilistic Sampling
	1 Introduction
	2 The Recordings Used
	3 DNN Training by Probabilistic Sampling
	4 Classification Experiments
	4.1 DNN Parameters
	4.2 Probabilistic Sampling
	4.3 Evaluation
	4.4 Results

	5 Experiments with a Hidden Markov Model
	5.1 Evaluation Metrics
	5.2 Results

	6 Conclusions
	References

	Word Discovering in Low-Resources Languages Through Cross-Lingual Phonemes
	1 Introduction
	2 System Overview
	3 Autoencoders
	4 Corpus and Evaluation Measures
	5 Tuning Process
	6 Experiments
	7 Conclusions
	References

	Semantic Segmentation of Historical Documents via Fully-Convolutional Neural Network
	1 Introduction
	2 Data
	3 Method
	4 Experiments and Results
	4.1 Two-Class Classification
	4.2 Single-Character Classification

	5 Conclusion and Future Work
	References

	A New Approach of Adaptive Filtering Updating for Acoustic Echo Cancellation
	Abstract
	1 Introduction
	2 Adaptive Filtering Based Acoustic Echo Cancellation
	3 Proposed Approach of Adaptive Filtering Updating
	4 Simulation Results and Discussions
	5 Conclusion
	References

	Code-Switching Language Modeling with Bilingual Word Embeddings: A Case Study for Egyptian Arabic-English
	1 Introduction
	2 Related Work
	3 Data
	4 Bilingual Word Embeddings
	5 Language Modeling
	6 Intrinsic Evaluations
	7 Discussion
	8 Conclusion
	References

	Identity Extraction from Clusters of Multi-modal Observations
	1 Introduction
	2 Definitions and Methods
	2.1 Identity
	2.2 Persona
	2.3 Multi-modal Observation
	2.4 Time Correlation Functions
	2.5 Multi-modal Distances

	3 Identity Extraction Using Agglomerative Clustering
	3.1 Hard Conditions
	3.2 Leftover Clusters

	4 Experiments
	5 Conclusion
	References

	Don't Talk to Noisy Drones – Acoustic Interaction with Unmanned Aerial Vehicles
	1 Introduction
	2 UAV-Based Communication Scenarios and Challenges
	3 Sound and Communication Experiments
	3.1 Acoustic Characteristics of the Sample UAV
	3.2 Speech Command and POLQA Tests
	3.3 Environmental Noise Measurement Setup

	4 Results and Discussion
	4.1 Generic Acoustic Characteristics
	4.2 Speech Command Analyses
	4.3 Environmental Noise Measurement Analyses

	5 Lessons Learned for the UAV Research in Progress
	6 Conclusions
	References

	Method for Multimodal Recognition of One-Handed Sign Language Gestures Through 3D Convolution and LSTM Neural Networks
	Abstract
	1 Introduction
	2 Related Work
	3 Database
	4 Method
	5 Experiment
	6 Conclusion
	Acknowledgments
	References

	LSTM-Based Kazakh Speech Synthesis
	1 Introduction
	2 Corpus and Language
	2.1 Language
	2.2 Corpus

	3 Prosodic Processing
	3.1 Pause Place Prediction
	3.2 Phoneme Duration Prediction

	4 Acoustic Model
	4.1 Acoustic Model Based on LSTM
	4.2 Training Acoustic Model

	5 TTS
	6 Evaluation
	7 Discussion
	8 Conclusion
	References

	Combination of Positions and Angles for Hand Pose Estimation
	1 Introduction
	2 Methods
	3 Experiments
	4 Results and Discussion
	5 Conclusion
	References

	LSTM-Based Language Models for Very Large Vocabulary Continuous Russian Speech Recognition System
	Abstract
	1 Introduction
	2 Related Works
	3 LSTM Language Models for Russian
	4 Experiments
	4.1 Experimental Setup

	5 Conclusions and Future Work
	Acknowledgements
	References

	Svarabhakti Vowel Occurrence and Duration in Rhotic Clusters in French Lyric Singing
	Abstract
	1 Introduction
	1.1 Rhotics in French Lyric Singing
	1.2 Consonant Clusters vs. Syllable Structure
	1.3 Svarabhakti Vowel in Singing

	2 Material and Method
	2.1 Performers and Repertoire
	2.2 Acoustic and Statistic Analysis

	3 Results
	3.1 CR vs. RC Clusters
	3.2 Consonantal Environment Impact
	3.3 Svarabhakti Occurrence vs. Duration vs. Musical Tempo

	4 Discussion
	5 Conclusion
	References

	The Evaluation Process Automation of Phrase and Word Intelligibility Using Speech Recognition Systems
	Abstract
	1 Introduction
	2 Proposed Approach
	2.1 Applied Assessment Method
	2.2 Description of Speech Recognition Systems
	2.3 Description of the Database and Experiment Methodology

	3 Results
	4 Conclusion
	Acknowledgments
	References

	Detection of Overlapping Speech for the Purposes of Speaker Diarization
	1 Introduction
	1.1 Problems with Data

	2 Overlap Detector
	3 Data
	3.1 Synthetic Training Data
	3.2 Test Data

	4 Evaluation
	4.1 Results

	5 Conclusion
	References

	Exploring Hybrid CTC/Attention End-to-End Speech Recognition with Gaussian Processes
	1 Introduction
	2 Background
	2.1 Location-Aware Attention-Based Encoder and Decoder
	2.2 Frame-Discriminative CTC Network
	2.3 Hybrid CTC/Attention Multi-objective Training
	2.4 Joint One-Pass Beam Search Decoding
	2.5 Gaussian Processes Optimization

	3 Experiment Setup
	4 Results and Evaluation
	4.1 Observations on Certain Parameter Groups
	4.2 Feedback Loops Caused by Unexpected Letter Hypotheses
	4.3 CTC as Aligning Regularizer

	5 Conclusion
	References

	Estimating Aggressiveness of Russian Texts by Means of Machine Learning
	Abstract
	1 Introduction
	2 Related Work
	2.1 Methods and Systems
	2.2 Datasets

	3 Processing Scheme
	4 Experiments
	5 Conclusions
	Acknowledgment
	References

	Software Subsystem Analysis of Prosodic Signs of Emotional Intonation
	1 Introduction
	2 Visual Representation of Emotional Intonation Features
	3 Numerical Evaluation of Signs of Emotional Intonation
	4 Preliminary Testing of the Developed Signs of Emotional Intonation
	5 Conclusions
	References

	Assessing Alzheimer's Disease from Speech Using the i-vector Approach
	1 Introduction
	2 Data
	3 Methods
	3.1 Feature Extraction
	3.2 The i-vector Approach

	4 Experiments and Results
	4.1 i-vectors Extraction
	4.2 Evaluation

	5 Conclusions and Future Work
	References

	AD-Child.Ru: Speech Corpus for Russian Children with Atypical Development
	Abstract
	1 Introduction
	2 Speech Database for Children with Atypical Development
	2.1 Data Collection
	2.2 Database Structure

	3 Data Analysis
	4 Experimental Results
	4.1 Experiment 1. Word’s Meaning and State (Normally Development or Disorder) Recognition by Listeners via Speech of TD Children and Children with ASD and DS
	4.2 Experiment 2. Word’s Meaning, Age, and Gender of TD and ASD Children Recognition by Listeners

	5 Discussion
	6 Conclusions
	Acknowledgements
	References

	Building a Pronunciation Dictionary for the Kabyle Language
	Abstract
	1 Introduction
	2 Methodology
	2.1 Text Corpus
	2.2 Phone Set
	2.3 Algorithm

	3 Results
	4 Conclusion
	References

	Speech-Based Automatic Assessment of Question Making Skill in L2 Language
	1 Introduction
	2 Related Works
	3 System Description
	3.1 Speech Recognition System
	3.2 WH-Question Word Rule-Based Component
	3.3 Python English Grammar Checker
	3.4 Machine Learning Based Grammar/Language Checker

	4 Data Collection and Description
	5 Experiments and Results
	6 Conclusion
	References

	Automatic Recognition of Speaker Age and Gender Based on Deep Neural Networks
	Abstract
	1 Introduction
	2 Related Work
	3 Speech Corpus
	4 Proposed System for Age and Gender Recognition
	5 Experimental Results
	6 Conclusions and Future Work
	Acknowledgements
	References

	Investigating Joint CTC-Attention Models for End-to-End Russian Speech Recognition
	1 Introduction
	2 Main Related Works
	3 Model Architecture
	3.1 Attention-Based Encoder-Decoder Model
	3.2 Proposed Recognition Model
	3.3 Beam Search Prunning Method
	3.4 Using of Sparsemax Function
	3.5 Highway BLSTM Encoder

	4 Experimental Setup
	4.1 Training Dataset
	4.2 Data Augmentation

	5 Results of the Proposed Model
	6 Conclusion
	References

	Author Clustering with and Without Topical Features
	Abstract
	1 Introduction
	2 Related Work
	2.1 Unmasking for Cross-Domain Authorship Attribution
	2.2 Author Clustering
	2.3 Unmasking for Author Clustering in Russian

	3 Experiment
	3.1 Dataset Description
	3.2 Methods

	4 Results and Discussion
	4.1 Unmasking Topical Features
	4.2 Author Clustering Performance

	5 Conclusions and Future Work
	Acknowledgment
	References

	Assessment of Syllable Intelligibility Based on Convolutional Neural Networks for Speech Rehabilitation After Speech Organs Surgical Interventions
	Abstract
	1 Introduction
	2 Description of the Proposed Approach
	3 Data Preprocessing
	3.1 Analysis of Phonetic Composition of the Audio Data Given, Splitting Recordings into Frames, and Labeling
	3.2 Calculating MFCCs of Phoneme Audio Files

	4 Construction and Training a Neural Network
	4.1 Building CNN
	4.2 Training the CNN
	4.3 Phoneme Recognition in the Syllables

	5 Evaluation of the Phoneme Recognition by the CNN
	6 Working with Signals After Surgery
	7 Conclusion
	Acknowledgments
	References

	Corpus Study of Early Bulgarian Onomatopoeias in the Terms of CHILDES
	1 Introduction
	2 The Data
	3 Onomatopeias in the Early Speech of Two Bulgarian Children
	4 Conclusion
	References

	EEG Investigation of Brain Bioelectrical Activity (Regarding Perception of Multimodal Polycode Internet Discourse)
	Abstract
	1 Introduction
	2 Method, Results
	3 Conclusion
	Acknowledgments
	References

	Some Peculiarities of Internet Multimodal Polycode Corpora Annotation
	Abstract
	1 Introduction
	2 Background and Method
	3 Results and Discussion
	4 Conclusion
	Acknowledgments
	References

	New Perspectives on Canadian English Digital Identity Based on Word Stress Patterns in Lexicon and Spoken Corpus
	Abstract
	1 Introduction
	2 Methods
	3 Results
	3.1 Overall Quantitative and Structural Analysis of the Lexicon
	3.2 Spoken Corpus and the Dictionary Data Compared
	3.3 Regional Identity in Ontario and Quebec

	4 Discussion and Conclusions
	References

	Automatic Speech Recognition for Kreol Morisien: A Case Study for the Health Domain
	Abstract
	1 Introduction
	2 Literature Review
	2.1 Kreol Morisien
	2.2 Automatic Speech Recognition for Under-Resourced Languages

	3 Implementation of Acoustic Model
	3.1 Data Collection
	3.2 Building of Phonetic Dictionary
	3.3 Building of Language Model
	3.4 Preparation of Transcript Files
	3.5 Training the Acoustic Model

	4 User Evaluation
	4.1 User Study 1
	4.2 User Study 2

	5 Conclusion and Future Work
	References

	Script Selection Using Convolutional Auto-encoder for TTS Speech Corpus
	1 Introduction
	2 Methodology
	2.1 Information Extraction
	2.2 Embedding Space
	2.3 Utterance Selection

	3 Experiments and Results
	3.1 Experimental Setup
	3.2 Best Configuration Selection
	3.3 Coverage Rate and KLD Evaluation
	3.4 Subjective Evaluation

	4 Conclusion
	References

	Pragmatic Markers Distribution in Russian Everyday Speech: Frequency Lists and Other Statistics for Discourse Modeling
	Abstract
	1 Introduction
	2 Research Data
	2.1 Dialogue Everyday Speech
	2.2 Monologue Speech
	2.3 Data Annotation

	3 Frequency Lists of Pragmatic Markers in Monologue and Dialogue Speech
	4 The Functions of Pragmatic Markers in Monologue and Dialogue Speech
	5 Top Frequency Lists of Russian PMs for Speakers of Different Gender and Age Groups
	6 Conclusion
	Acknowledgements
	References

	Curriculum Learning in Sentiment Analysis
	1 Introduction
	2 Related Work
	3 Experiment Setup
	3.1 Curriculum Epochs Design
	3.2 Architecture
	3.3 The Data Set

	4 Experiments Results
	5 Future Work
	6 Conclusion
	References

	First Minute Timing in American Telephone Talks: A Cognitive Approach
	Abstract
	1 Introduction
	2 Methodology
	2.1 Data
	2.2 Measurements

	3 Results
	4 Discussion and Conclusions
	References

	Syntactic Segmentation of Spontaneous Speech: Psychological and Cognitive Aspects
	1 Introduction
	2 Data and Experimental Design
	2.1 Participants
	2.2 Experimental Stimuli
	2.3 Personality Inventory
	2.4 Measuring Working Memory Capacity
	2.5 Processing Speed Tasks
	2.6 Dichotic Listening

	3 Data Analysis
	3.1 Descriptive Analysis of the Data
	3.2 Inter-annotator Agreement
	3.3 Mixed Linear Regression Modelling

	4 Discussion and Conclusions
	References

	Dual-Microphone Speech Enhancement System Attenuating both Coherent and Diffuse Background Noise
	1 Introduction
	2 Dual Microphone System
	3 The Separation of Sounds Using Dual-Microphone Array
	4 Speech Enhancement Using Adaptive MVDR
	5 Experiments and Results
	5.1 Experiments with Artificial Mixture
	5.2 Experiment in Anechoic Chamber
	5.3 Experiments in Reverberant Room

	6 Conclusions
	References

	Reducing the Inter-speaker Variance of CNN Acoustic Models Using Unsupervised Adversarial Multi-task Training
	1 Introduction
	2 Multi-task and Adversarial Multi-task Training
	3 Experimental Set-Up
	4 Results with Supervised Adversarial Training
	5 Unsupervised Training Without Speaker Labels
	5.1 Conventional Speaker Clustering
	5.2 Clustering Using a Siamese Multi-task Network

	6 Summary
	References

	Estimates of Transmission Characteristics Related to Perception of Bone-Conducted Speech Using Real Utterances and Transcutaneous Vibration on Larynx
	1 Introduction
	2 Analysis of the Long-Term Average Spectrum
	2.1 Speakers
	2.2 Apparatus and Procedure
	2.3 Analysis
	2.4 Results and Discussions

	3 Transfer Function Measurement for BC Speech Transmission
	3.1 Participants
	3.2 Apparatus
	3.3 Procedure
	3.4 Analysis
	3.5 Results and Discussion

	4 General Discussions
	5 Conclusion
	References

	Singing Voice Database
	Abstract
	1 Introduction
	2 Previous Work
	3 Singing Voice Database Content
	4 Singing Voice Database Recording
	5 Singing Voice Database Processing
	6 Conclusions
	References

	How Dysarthric Prosody Impacts Naïve Listeners' Recognition
	1 Introduction
	2 Methods
	2.1 Data Collection
	2.2 Participants for Perceptual Experiment
	2.3 Stimuli
	2.4 Procedure
	2.5 Analysis

	3 Results
	4 Discussion
	References

	Light CNN Architecture Enhancement for Different Types Spoofing Attack Detection
	1 Introduction
	2 Deep Learning Approach
	2.1 Light CNN Classifier
	2.2 LCNN System Modifications
	2.3 Angular Margin Based Softmax Activation
	2.4 Front-End

	3 Experimental Setup
	3.1 Datasets
	3.2 Experiments

	4 Results and Discussion
	5 Conclusion
	References

	Deep Neural Network Quantizers Outperforming Continuous Speech Recognition Systems
	1 Introduction
	2 Proposed Method
	2.1 Deep Neural Network Quantizer Training
	2.2 Discrete Hidden Markov Model Training

	3 Experimental Setup
	4 Results
	4.1 Number of Clusters
	4.2 Number of Spliced Frames

	5 Conclusion
	References

	Speaking Style Based Apparent Personality Recognition
	1 Introduction and Related Works
	1.1 The Big-Five Model
	1.2 Audio Based AAPR
	1.3 Neural Style Transfer

	2 System Description
	3 Experiments and Results
	3.1 Dataset
	3.2 Low Level Feature Extraction
	3.3 Overall Settings
	3.4 Our Baseline
	3.5 Results and Discussion

	4 Conclusion and Future Work
	References

	Diarization of the Language Consulting Center Telephone Calls
	1 Introduction
	2 Archive Data Description
	3 Speaker Diarization
	3.1 Segmentation
	3.2 Segment Description
	3.3 Clustering
	3.4 Resegmentation

	4 Speaker Identification
	4.1 Training the Speakers GMMs

	5 Modified Resegmentation Step
	6 Kaldi Diarization System
	7 Experiments
	7.1 Training Data
	7.2 Results

	8 Discussion
	9 Conclusion
	References

	NN-Based Czech Sign Language Synthesis
	1 Introduction
	2 Related Work
	3 Skeleton Model Restoration
	4 Sign Language Synthesis
	4.1 Implicit Sign Language Translation
	4.2 Sign Language Production

	5 Experiments and Results
	6 Conclusion
	References

	Re-evaluation of Words Used in Speech Audiometry
	Abstract
	1 Introduction
	2 Methodology
	2.1 Hypotheses
	2.2 The Testing Tool
	2.3 Subjects
	2.4 Procedure

	3 Results
	4 Discussion
	5 Conclusions
	Acknowledgements
	References

	Author Index

