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An approach to speech ambiguities eliminating
using semantically-acoustical analysis

Zahariev V.A.
Belarusian State University of
Informatics and Radioelectronics
Minsk, Belarus
zahariev @bsuir.by

Abstract—An approach to the problem of elimination of
ambiguities in speech messages by application of semantically-
acoustical analysis is presented in this paper. Authors propose
the architecture of the intelligent system that implements this
principle. According to this principle the direct transition from
speaking to meaning of given phrase is possible with the help
of digital signal processing techniques, as well as knowledge
formalization methods using semantics networks (semantically-
acoustical analysis). A prototype of intelligent system to resolve
speech ambiguities of a certain type (homonyms and paronyms)
based on the tools provided by the OSTIS technology and
GUSLY signal processing framework has been implemented.
The main advantages of the proposed solution in comparison to
the standard automatic speech recognition systems and possible
ways of further development for natural language understanding
problem are also reported in this paper.

Keywords—speech processing, semantic technologies, acoustic
analysis, semantic analysis, semantically-acoustical analysis, in-
stantaneous harmonic analysis, natural language understanding,
ostis-system, SC-code

I. INTRODUCTION

Speaking is the one of the most natural and effective forms
of communication between people. This fact explains the sig-
nificant interest of researchers to the development and practical
use of speech interfaces to provide human-machine interaction
in the modern communicational, multimedia and intelligent
systems [10], [9]. The majority of scientific publications in
this direction is devoted to the issues of basic technologies
development. This technologies are the components of the
speech interface, such as text-to-speech synthesis (TTS), as
well as speech-to-text (STT) recognition [4], [8].

Especial interest cause the tasks that are associated with
understanding the sense of the natural linguistic message in
the context of the practical use of the speech interface as
a part of the intelligent systems.(NLU) [33], [18], [30]. In
terms of intelligent systems, it is interesting to investigate
the integration of the message’s information content into the
current state of the intellectual system of knowledge base for
the purpose of further processing by the knowledge machine
and intelligent agents.

Most modern systems of sense understanding are built on
the basis of three-tier architecture, when the voice message
consistently passes the stages of acoustic analysis of speech
signal, then linguistic analysis. The linguistic analysis results

211

Azarov E.S.
Belarusian State University of
Informatics and Radioelectronics
Minsk, Belarus
azarov @bsuir.by

Rusetski K. V.
Belarusian State University of
Informatics and Radioelectronics
Minsk, Belarus
rusetski @bsuir.by

in the textual form of the original message are presented,
and only then semantic analysis of the message is performed.
However, from works on psycholinguistics and cognitive psy-
chology It is known, that processes of perception and com-
prehension in human consciousness proceed continuously [21],
[27], and in general it is not necessary to bring speech message
preliminary to a text form to perform semantic analysis of its
contents. Oral and written forms of speech with equal success
can be processed by sensory and cognitive systems of the
person [22]. Therefore, the question of creation of approaches
and methods for systems in which the direct transition from
processing of the message in a speech form to the analysis of
its semantic content is actual.

II. PROBLEM STATEMENT

The classical three-tier approach (acoustic, linguistic, se-
mantic analysis), in case of solving the problem of com-
prehension of speech messages, has a number of significant
disadvantages:

« introduction of intermediate stage: conversion of speech
signal to text, entails extra costs associated with the need
of linguistic processing, thereby increasing the overall
computational complexity of the algorithm.

« the presence of a text processing stage causes additional
errors and distortions due to the limitations and incom-
plete of correspondence linguistic models to the process
used to navigate to the textual representation of infor-
mation on different stages of transformation (phoneme-
to-morpheme, morpheme-to-word, word-to-phrase, etc.)
[13]

« an approach when we translate a speech signal into text,
we could lose some of the information that may be
important for understanding the meaning of the message,
such as volume, duration, intonation, pauses between
words that may not always appear in the text clearly
expressed with punctuation marks, etc. This problem is
especially relevant when analyzing messages that are
not complete sentences, but can be interpreted by the
listener. For example, in everyday speech a sentence
consisting of only a sound [ah] depending on the volume,
intonation and duration of sounding can express pain,
wonder, question, act as a conjunction or a particle («ah,



leave him...» - «a... ocTaBb ero», «ah, who is it?» - «a...
KTO 3T0?», «ah, and if we did a different...» - «a ecin
OBl c/esIajIl Mo-JIpyroMy...») [26].

« the translation of the sound signal into the text makes it
impossible to analyze audio, which are not only speech
messages, but also carry potentially important informa-
tion for the system, for example:

— information about conditional signals, issued by ob-
jects of external environment, in particular, equip-
ment on manufacture, cars on road, etc;

— sounds that can correspond to emergency situations
or alarm signal (rumbling, clang, hiss, explosions,
etc.);

— other sounds that potentially carry information about
the state of the environment of the automated system.

The lack of this type of signal analysis greatly limits
the ability of automated systems that are oriented on
work in a constantly changing environment, including
environment that is difficult to predict.

A. The problems in the analysis of voice messages

Until now, many problems related to the understanding of
natural language, and, in particular, speech messages, remain
unresolved. These problems can be divided into two groups:
(1) problems caused by the properties of natural language and
inherent to the understanding of natural language messages
presented in any form, both textual and verbal; (2) problems
inherent to the directly understanding of speech messages.

Problems of analysis and understanding of natural language
texts are widely considered in the literature [3] and their
full review goes beyond the scope of this paper. In more
detail, consider those that will be partially resolved within
the framework of the approach proposed in the work. Such
problems include:

« the problem of solution for homonyms identifying [23];

« pronoun identification problem [34];

« the problem of proper names identifiaction (for example,
the word «Slava» at the beginning of a sentence can mean
both a diminutive form of the name «Vyacheslav», and
a common noun);

« the problem of homographs (zAmok-zamOk);

« the problem of understanding the different forms of the
same word (which in some cases may coincide with the
forms of other words);

« the problem of understanding terms that consist of two
or more words («acceleration of free fall»).

In addition, there are a number of additional problems
related directly to the characteristics of the speech signal:

o the problem of paronyms (similar in sounding words)
(koza-kazak-kazan-Kazan’, dictant-dictat, postel’-pastel’,
etc.);

« the problem of proper names resolution is complicated
by the lack of capitalization;

« the speech signal is more complex in terms of presenta-
tion and processing than textual information, because of

the greater variability and expressiveness of oral speech
compared to the written form. This fact, in particular, is
connected with the rich intonational (prosodic) possibil-
ities of oral speech. The intonation is formed by melody
(change of frequency) of speech, intensity (loudness) of
speech, duration, increase or slowing down the tempo
[28]. A large role is played by the place of logical stress,
the degree of clarity of pronunciation, the presence or
absence of pauses. The speech has such an intonational
variety that it can convey the whole wealth of human
experiences, moods and emotions.

Obviously, the listed problems cannot be solved without an
analysis of the context of the use of a particular word, while
the context in general can be quite broad and go beyond one
sentence.

Analysis of the current state of publications about the
understanding of oral speech shows that to solve the problem
of contextual recognition in the absence of a linguistic stage
of processing, approaches based on popular machine learning
techniques based on the neural network classification (Con-
nectionist Temporal Classification - CTC) based on recurrent
neural networks with Long Short-Term Memory Recurrent
Neural Network (LSTM-RNN) and Deep Neural Network
(DNN) methods [1], [5], [16]. And in this case, we mean the
recognition of individual phonemes, morphemes or words in
the speech stream. However, in these works, questions of the
semantic processing of such information and integration into
the intellectual system are not posed and are not considered,
which leaves this issue open and indicates that there are
unsolved problems.

III. SEMANTICALLY-ACOUSTICAL ANALYSIS

In this paper, problems that were mentioned above are
proposed to be solved by performing a semantically-acoustical
analysis. This process involves the primary analysis of a
voice message using special signal processing techniques.
In the course of their application, words are isolated from
the stream of individual «acoustical pattern». This acoustical
pattern will correspond to certain nodes (signs of concrete
entities or concepts) in the semantic network. It is assumed
that the results of the acoustic analysis phase will be iteratively
corrected considering the information stored in the knowledge
base of the system, including the semantic analysis of context-
sensitive information.

By «acoustical pattern» we mean a fragment of the speech
signal, usually represented in some parametric form, which
corresponds in duration to the phonetic word in the speech
stream. One of the hypotheses put forward in the work is the
assumption that from the point of view of formalizing the
semantics of a message one can work with a signal at the
level of the whole word (and not its separate parts, such as
a phoneme or morpheme used in classical speech recognition
systems on a linguistic basis stage of processing). And a word,
in this case, is the minimal sense distinctive unit of speech,
i.e. denotes the concept or specific entity represented in the
knowledge base of the system.
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In this work, at the current level of development of the
proposed approach, the selection and analysis of words is
proposed to be carried out based on recognition systems
in comparison with the vocabulary of standards and further
determining the degree of certainty (correspondence) of the
allocated "acoustic pattern" to the reference of this pattern
— the content of the node of the semantic network in the
knowledge base. The use of such a measure as the degree
of certainty instead of the immediate value of the likelihood
of the pattern matching to the reference is due to the fact
that the concept of probability in this case can not be used in
the full sense correctly, because the standards presented in the
dictionary do not represent a complete group of events, the
sum of the probabilities of which gives unity. The measure of
the degree of confidence in this case is rather a measure of
the proximity of the selected signal fragment to the reference
signal in the selected parametric space.

In the general case, in order to carry out this kind of
analysis, the following information may be required in the
proposed approach:

« a set of standards for comparison with the fragments of
the speech signal and their specification;

o the context of the message being analyzed (from whom
the message was received, in what external conditions,
what other sounds are present on the background, etc.);

e a set of rules for the transition from fragments of a
voice message to semantically equivalent constructs in
the knowledge base;

« the semantic specification of the concepts that make up
such constructions.

For speech analysis will be used a model based on a hybrid
representation of a speech signal, which allows the most
adequate representation of any fragments of the speech signal
of a different nature of sound formation [15]. Vocalized and
unvoiced fragments of the signal refer to separate parts of the
model: periodic (harmonic) and aperiodic (noise).

Mathematically, the basic idea of the model can be formal-
ized in the following form:

s(n) =h(n)+r(n), n=0,..,N-1 (1)
where s(n) — input speech signal, h(n) — harmonic com-
ponent, r(n) — noise component of the signal, n and N —
current signal reference number and the total duration of the
analysis fragment, respectively. The harmonic component can
be represented by the following expression:

K e}
hn) = 3G 3 As(m)cosin+ 65(0) (2)
k=1 c=1

where G, — gain coefficient on the basis of the spectral
envelope, ¢ is the number of sinusoidal signal components
for each harmonic, Af — instantaneous amplitude of the c-th
component and k-th harmonic, f§ and ¢$(0) — frequency and
initial phase of the c-th component of the k-th harmonic, ey,
is the excitation signal of the k harmonic. The amplitudes A{

are normalized in order to provide the sum of the energy of
the harmonics equal to Y ._,[A¢]> =1 for k = 1,...K.

In this case, the aperiodic component is modeled in the
whole frequency band, as it is observed in the spectrum of the
real speech signal [12]. This effect is achieved by applying the
technique of signal analysis through synthesis and subtraction
of the harmonic part from the original signal:

_Jmax(s(n),h(n)) — h(n),
r(n) = {min(s(n),h(n))—h(n),

s(n) >0
s(n) <0 (3)

Thus, for a single frame of the signal with the num-
ber m and the length of N samples, a characteristic
vector is formed, including the coefficients of the model
Xm = |Gk, A%, f£, K,C]. And the acoustic pattern of one
word is a sequence of such characteristic vectors: X =
(X1,%X2,...,xMm) L.

The model parameters are proposed to be estimated using
the original method of instantaneous harmonic analysis, which
makes it possible to significantly improve the accuracy of
determining the parameters of the periodic component [19].

In contrast to the classical methods of signal analysis
used in modern speech recognition systems based on the
definition of the mel-cepstral coefficients (MFCC) [32], [20]
or linear speech prediction (LPC) [31], the method based on
instantaneous harmonic analysis (IHA) makes it possible to
obtain a high temporal and frequency resolution of the signal,
as well as a more precise spectral picture of the localization of
energy at the appropriate frequencies. In contrast to classical
methods based on a short-time Fourier transform (STFT) or
the definition of the autocorrelation function of a signal on
a short fragment, the method in question does not impose
strict limitations connected with observance of the stationary
conditions of the signal parameters on the analysis frame 1. In
this case, the parameters of the harmonic model, if necessary
(for example, for describing the spectral envelope) can be
relatively easily converted to other presentation methods, such
as classical mel-cepstral or linear prediction coefficients.

Algorithms implementing the above-described method of
signal processing based on instantaneous harmonic analysis
have a standard implantation in the framework of analysis
and synthesis of audio signals GUSLY [2], the individual
components of which will be used for the demonstration
example presented below.

As a technological basis for implementing the proposed
approach, OSTIS [24] Technology will be used. Systems based
on OSTIS technology are called ostis-systems, respectively,
the module for understanding voice messages, the prototype
of which is considered in this work, will be built as a reusable
component, which in future will be integrated into various
ostis-systems if necessary.

As a formal basis for encoding various information in the
knowledge base, the SC-code [24] is used, the texts of which
(sc-texts) are written in the form of semantic networks with a
basic set-theoretical interpretation. Elements of such networks
are called sc-elements (sc-nodes, sc-arcs).
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Figure 1. Comparison of signal analysis methods based on short-time Fourier transform vs instantaneous harmonic analysis.

The orientation of this work to OSTIS Technology is due
to its following main advantages:

« within the framework of this technology, unified means of
representing various types of knowledge, including meta-
knowledge, are proposed, which allows to describe all the
information necessary for analysis in one knowledge base
in a unified way [6];

o used in the framework of technology formalism allows
you to specify in the knowledge base not only concepts,
but also any external files from the point of view of the
knowledge base (for example, fragments of the speech
signal), including the syntactic structure of such files;

« the approach to representation of various kinds of knowl-
edge [6] and models of their processing [14] offered in
the framework of technology provides modifiability of
ostis-systems, i.e. allows to easily expand the function-
ality of the system, introducing new types of knowledge
(new concepts systems) and new models of knowledge
processing;

« the above-mentioned advantages allow to provide acous-
tic, syntactic and semantic analysis of messages in the
same memory with the help of unified processing facil-
ities, which in turn allows you to correct the analysis
processes at any stage using different information from
the knowledge base.

In its turn, the developed module for understanding voice
messages is itself built as an ostis-system and has an appro-
priate architecture.

IV. LIMITATIONS OF THE PROPOSED APPROACH

In general, the task of understanding the meaning of a
message in a language external to the ostis-system involves
the following main steps:

1) Syntactic (semantic-syntactic) analysis of the message.
The result of this stage is the sc-text describing the
syntactic structure of the external text.

2) Semantic analysis (translation) of the message. The
result of this stage is the sc-text semantically equivalent
to the original message in the external language.

3) Immersion (integration) of the received sc-text into
the knowledge base of the ostis-system. At this stage,
there is a "glueing together" of synonymous sc-elements
contained in the initial knowledge base of the system
and the corresponding sc-elements included in the sc
text, which is the result of the translation of the original
message [25].

4) Alignment of concept systems. At this stage, the system
of concepts used in the analyzed message is brought to
the system of concepts accepted as the main one in the
knowledge base of the ostis-system.

5) The analysis of the value of the information received,
the logical conclusion. At this stage, new information
is generated based on the logical inference mechanisms
and existing in the system.

Some or all of the listed steps can be performed itera-
tively, taking into consideration the context, which is generally
formed both using information from the knowledge base and
information obtained from the external environment, includ-
ing, explicitly requested from the user.

The focus of this work is on the first two of these stages
of understanding, while the task of understanding speech
messages is refined with several requirements that allow
focusing attention on solving the problems listed above. Let
us enumerate the specified requirements:

« voice messages do not contain noises, the words in the
phrase are pronounced by the speaker, so that the pauses
are clearly distinguishable in the speech signal, since the
task does not set the construction of a robust algorithm
for extracting words from an arbitrary speech signal;

« it is assumed that the analyzed speech message and the
standards of the fragments of the speech signal contained
in the knowledge base are recorded by the same speaker,
e.g., those, in the speaker-dependent mode;

« only those speech messages that contain phrases of the
form "subject-predicate-object” are analyzed. A predicate
may be an action performed by a subject with respect
to an object, or some relation connecting a subject and
object. It is assumed that the components of the phrase
follow exactly in this order, i.e. the first in order always
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follows the subject, the last is the object, although in the
natural language, in the general case, an inverse sequence
is possible. It is believed that each of the components of
the phrase is called with one word;

o it is assumed that all concepts used within the message
are known to the system (specified in the knowledge base)
and are the basic concepts, thus there is no need to align
systems of concepts;

« the system of concepts used within the message does not
change during the analysis, i.e. a priori, the information
stored in the knowledge base is considered to be truth,
and the meaning of the message is specified considering
this information;

o it is assumed that there is a dictionary of lexemes corre-
sponding to the words used in the analyzed phrase in the
knowledge base, so all words are known to the system.
In this case, each token corresponds to a set of fragments
of the speech signal (standards) describing all the word
forms of the corresponding word, thus morphological
analysis is not carried out;

e it is assumed that the analyzed message is correct from
the point of view of the current state of the knowledge
base.

A. Test cases

In view of the problems and limitations discussed above, a
number of test phrases has been selected and these phrases will
be used to demonstrate the proposed approach to understand-
ing voice messages (for phonetic transcription, the X-SAMPA
notation will be used [17]):

1) «The goat ate cabbage» - «Kosza cbena kamycry» -
[kaza] [sj’Ela] [kapustu]

2) «Grozny captured Kazan» - «['posubrit 3axBarmin Ka-
3aHb» - [groznlj’] [zaxvat’il] [kazan’]

3) «Kazan is located on the Kaban (Kaban - in this case the
lake)» - «Kazanb pacnosoxkena na Kabane (Kabau - B
JIAHHOM cJiydae 03epo)» - [kazan’] [raspaloz‘Ena] [na]
[kaban’E]

4) «Boar is the ancestor of a pig» - «Kaban — npenok
cBunbU»- [kaban] [pr'Edak] [sv’in’i]

5) «Grozny is the capital of Chechnya» - «I'posmbrii —
cromuna Yeunu» - [groznlj’] [stal’itsa] [ts /Etsn/h’i]

6) «Shepherd bought a goat» - «Yaban Kymoma Ko3y» -
[ts/aban] [kup’il] [kazu]

7) «Shepherd bought kazan» - «Yaban xkynumia Kasam» -
[ts/aban] [kup’il] [kazan]

Examples of correct constructions semantically equivalent
to some of these examples are shown in the figures 2—4:

action. eat

goat cabbage

wajﬂ::l‘

(@ X

Tﬂbject’

past entity

Figure 2. A construction equivalent to a phrase «The goat ate cabbage» -
«Koza cbena kamycTy».

action. capture

subject* object*

Ivan Grozny

Kazan

past entity

Figure 3. A construction equivalent to a phrase «Grozny captured Kazan» -
«'po3ubiii 3axBarnin Kazaub».

capital*

Grozny city Chechen Republic

Figure 4. A construction equivalent to a phrase «Grozny - the capital of
Chechnya» - «I'po3Hsiit — cronuna Yeunus.

V. ALGORITHM FOR ANALYZING THE VOICE MESSAGE

In general, the proposed algorithm for understanding speech
messages with elimination of ambiguity includes the following
steps:

1) Selection of the individual words (fragments of the
speech signal between pauses) in the original speech
message. The result of this step is the specification in the
knowledge base of the syntactic structure of the message
being analyzed, which, given the previously mentioned
limitations in this work, is given by a set of words and
the order of their following.

2) The received words are compared with the standards
stored in the knowledge base and corresponding to some
lexemes. For each of the standards, the degree of con-
fidence (from O to 1) is calculated in that the analyzed
fragment of the speech signal and the reference coincide.
Coincidence, the degree of confidence for which below
a certain threshold is discarded, the rest are fixed in the
knowledge base.

3) Considering the received confidence levels, those pairs
«signal fragment» - «reference» are chosen, for which
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the confidence levels are maximal and their translation
into semantically equivalent sc-text is carried out. Broad-
casting in the general case can be carried out both with
the help of a universal mechanism based on implicative
rules, and with the use of specialized translation agents,
each of which is oriented only to the construction of a
certain type.

4) The received sc-text is verified by the existing means

of the knowledge base verification in the system. In
case of contradictions, return to step 3 is performed, and
the following degree of confidence of the pair «signal
fragment» - «reference» is chosen. In addition, it is
considered in which fragments of the received sc-text a
contradiction has arisen, and first of all those fragments
of the speech signal that correspond to the specified
fragments of the sc-text are taken into account.
If contradictions are not revealed, then the conclusion
is made that the received sc-text does not contradict the
current system of concepts and is integrated into the
knowledge base.

Below is the application of this algorithm to the example
of a specific phrase.

VI. THE ARCHITECTURE OF THE SPEECH MESSAGE
COMPREHENSION SOFTWARE MODULE

The architecture of the software module for understanding
voice messages is shown on the figure 5.

The system consists of two main components: the acoustic
component and the semantic analysis component. In its turn,
the first component includes a signal analyzer, a module that
implements the patter matching algorithm with a reference, a
knowledge base, a configuration file, and initial parameters
of the signal representation model (length and type of the
analysis window, sampling and oversampling frequencies, etc.
constants included in the configuration of the signal represen-
tation model).

The speech signal is fed to the input of the analysis module,
where the procedures for dividing the signal into frames with
a duration of 50 msec with 25% overlap are performed, the
signal frames are weighted by multiplying the current signal
fragment by the Hamming window, and the pitch frequency
is searched. Next, the parameters of the signal model are
estimated and a characteristic vector Xy, is formed for the
current frame, which is placed in a sequence of similar
vectors X, characterizing the entire word. Since the number of
analysis frames, and accordingly the size of the sequence of
characteristic vectors, will fluctuate depending on the duration
of the word, it is necessary to perform the procedure for
normalizing the number of vectors in the sequence. For all
words, the size of the sequence is reduced to 10 vectors by
applying the vector quantization procedure over the sequence
[7].

Further in the comparison module, the obtained normalized
sequence is compared with a number of standards stored in
the database, which are a collection of the same sequences,
but prepared and written to the database in advance. The

comparison is performed using the dynamic time warping
(DTW) procedure, based on the dynamic programming al-
gorithm for multidimensional data [11]. For the three most
appropriate standards, the degree of assurance of the pattern’s
compliance with the reference is calculated, the values ob-
tained are recorded in the contents of nodes of the semantic
network, which are appropriately specified in the knowledge
base. Further, the semantic processing is carried out on the
basis of information from the knowledge base, as mentioned
above.

A. The knowledge base of the speech interface

To implement the semantically-syntactical analysis in the
knowledge base, lexemes (sets of word forms) are specified
that correspond to words that will be used in the framework of
the speech message. Examples of the specification of lexemes
(Figures 6-9):

eh% ﬁem.
—8

lexem I_goat

singular’'

nom. case’'

T=)—e

Russian language

-
@,

<Koza> [« Q

audiofile
identifier™

Figure 6. Lexeme «goat» - «Ko3a».

webenar

audiofile

Figure 7. Lexeme «eat» - «eCTb».

')_qoun /‘ fem.

lexem |_cabbage
singular'
acc. case’
~
o fe— {0
- Russian language
audiofile
identifier*

Figure 8. Lexeme «cabbage» - «xamycras.
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record | ] X pattern matching | ; i L 1
—— = Signal processing ) ¢ Translation Verification t I
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| Configuration params. | parameters) . [
of the signal model i e ! |
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[ s s i | Entity specification || |
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! I
o o Ay R SCURT Rl e N R e S R P 2 R S TR e T N Rt g W ke PR
Figure 5. System architecture.
oun fem. . .
subject class* object class*
lexem I_Kazan " - -9
animal action. eat food
singular'
nom. case’ Figure 11. Activity class specification «eat» - «ecTb».
~
<KazaHb> | O --4—0
M Russian language . . .
vy B. The knowledge processing machine of the speech interface
identifier*

Figure 9. Lexeme «Kazan» - «Kazaub».

In the examples considered, the angular brackets (< goat> -
<ko3a>) conditionally indicate fragments of the speech signal
stored in the knowledge base as standards with which the
comparison will be carried out at the analysis stage.

In addition, the knowledge base contains a specification
of concepts corresponding to lexemes, which is used in
the analysis process to verify the result of translation. The
specified specification can include, for example, specifying
the relationship domains (figure 10) or specifying the class
of possible subjects and objects for the action class (figure
11).

second domain*

city

capital* country

first domain*

Figure 10. Relationship specification «capital*» - «crommma®».

The knowledge processing machine for the speech interface
according to the considered analysis algorithm currently has
the following structure:

The speech interface knowledge processing machine
<=abstract sc-agent decomposition:
{
e Abstract sc-agent for audio preprocessing
e Abstract sc-agent for recognizing audio fragments
e Abstract sc-agent for generating the translation task
e Abstract sc-agent for translating external files to the
knowledge base
o Abstract sc-agent of knowledge base verification
<=abstract sc-agent decomposition*:
{
e Abstract sc-agent for checking the matching of
bindings to its domains
e Abstract sc-agent for checks the compliance of
the activity specification with its class

}

VII. EXAMPLE OF THE ALGORITHM FOR UNDERSTANDING
THE VOICE MESSAGE

As an example, consider the process of analyzing the
phrase "the goat ate cabbage". In this example, double angular
brackets (<<goat>> - <<koza>>) conditionally identify
fragments of the analyzed speech signal. The above illus-
trations are recorded using one of the SC-code visualization
variant, the SCg [29] language.
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Step 1. In the first step, the original speech message is
decomposed into separate words, the decomposition result is
fixed in the knowledge base, as shown in the figure 12.

Step 2. The received fragments of the speech signal are
compared with the standards, the result of the comparison is
fixed in the knowledge base, as shown in the figure 13. In this
example, we will assume that the analyzed word <<goat>> -
<<koza>> coincides with the reference <goat> —<koza>
with a confidence level of 0.55 and a reference <kazan> -
<kazaHb> with a confidence level of 0.65.

Step 3. Considering the confidence levels obtained, those
pairs « signal fragment » - « reference » are chosen for which
the confidence levels are maximal and their translation into
semantically equivalent sc-text is carried out. In the example
under consideration, the reference <kazan> - <kazam> was
first chosen, since the confidence level for it turned out to
be larger (figure 14). Thus, the meaning of the phrase being
analyzed is interpreted as «Kazan ate cabbage».

Step 4. For the obtained sc-text, the sc-agent for the
verification of knowledge bases is initiated (figure 15), which
is based on information from the knowledge base (figure 16)
that Kazan is a city, not animal, and only animals can eat,
so the agent concludes that the resulting structure is incorrect
(figure 17).

city
subject class*

Kazan animal action. eat

Figure 16. Verification context

Step 5. Since the received sc-text was incorrect, the transla-
tion result is deleted and a return to step 3 is made, where the
next set of pairs «signal fragment»-«reference» is translated
(figure 18) and verified (figure 19). In the example under
consideration, the resulting sc-text turned out to be correct
within the current state of the knowledge base, otherwise the
translation and verification steps would be repeated.

VIII. CONCLUSION

An approach to the problem of eliminating ambiguities
such as homonymy and paronymy in a speech signal with
the use of semantically-acoustical analysis for speech under-
standing systems is proposed. This approach involves using
the knowledge base to verify the results of message translation
into the internal representation of an intelligent system, with
subsequent correction of the results of recognizing fragments
of the speech signal. Its main feature is the fact that it suggests
the transition to semantic processing by passing the stage of
processing textual information, the presence of which is a
characteristic feature of all modern solutions to understanding
speech. This implementation let to avoid the loss of part of
the information and reduces the number of errors introduced at
the text processing stage due to the imperfection of linguistic
models. For the analysis and parametrization of the signal,

a hybrid model is used. This model is based on the hybrid
representation of the speech signal, which allows the most
appropriate representation of any fragments of the speech
signal of a different nature of sound formation, both vocalized
and unvoiced. The method of instantaneous harmonic analysis
is used to estimate the parameters of the model, which makes it
possible to significantly improve the accuracy of determining
the parameters of the periodic component.

For semantic analysis, OSTIS technology is used, which
provides unified means for representing various types of
knowledge, including meta-knowledge, which makes it pos-
sible to store and process all necessary information in one
knowledge base in a unified way. In addition, technology
allows you to specify in the knowledge base not only concepts,
but also any external forms of knowledge representation, for
example acoustic patterns of words, also allows you to easily
expand the functionality of the system by introducing new
types of knowledge and new models of knowledge process-
ing. This technology provides for the modifiability of ostis-
systems, i.e. allows you to easily expand the functionality
of the system, introducing new types of knowledge and new
models of knowledge processing.

The main differences of this work from the existing works
in the field of understanding of voice messages and elimination
of ambiguities in such messages include the following:

« the paper proposes an original approach that assumes
consistent use of acoustic and semantic analysis, which
allows to take into account the context at different stages
of the speech message understanding and to adjust the
results of each stage with use of the context;

« the proposed approach, unlike modern methods of speech
recognition and understanding, excludes the need for an
intermediate stage of the message presentation in text
form, which allows to expand the context of the message
analysis taking into account various parameters of the
voice message (loudness, intonation, emotional coloring,
etc.), and also allows in the future to analyze messages
that do not have a unique text equivalent (sounds of the
environment);

o the means of knowledge representation and processing
used in the approach provide an ability to enhance the
functionality of the system and the quality of understand-
ing easily, including by specifying within the knowledge
base of different types of context and their subsequent
use in the analysis process, as well as expanding of
intermediate information verification means at different
stages analysis;

« the proposed approach to eliminating ambiguities in voice
messages is part of the solution of a more general problem
related to the learning and self-learning of intelligent
systems by understanding of information obtained from
various external sources, including speech and sound.

Further work will be focused on development, improving
and expanding the proposed approach for a more general
case, detailed comparative studies with existing systems of

218



£5K0a ChaNd
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Figure 12. Analysis and parameterization of the speech signal

<RBEHES

<Ay

semantie equivalence®

0,85

- 0.8

measurement*

basic saquence”

KRy >

Figure 13. The result of matching the words of the original message with the standards from the knowledge base

speech recognition and understanding. Future improvements
of the proposed approach should be in closer integration with
approaches in the field of signal processing, psychoacoustics,
psychosemantics and artificial intelligence to solve problems
associated with pattern recognition and the formalization of
meaning from information sources of any kind.
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IIOAX0d K YCTPAHEHIIO PEYEBBIX
HEOJHO3HAYHOCTEN HA OCHOBE
CEMAHTUKO-AKYCTUYECKOT'O AHAJIN3A
Saxapoes B.A. (BI'VUP), Azapos I1.C. (BI'YIP),
Pycenkuit K.B. (BI'VIP).

B pabore paccMoTpen moaxos K mpobsemMe yCTpaHeHHs
HEOJTHO3HATHOCTEH B PEUEBBIX COOOIEHUAX IIyTEM IIPUMe-
HEHUsI CEMAaHTUKO-aKyCTHIeCKOro anaansa. IIpeamaraercs
apXUTEKTyPa HHTE/UICKTYyaJIbHOI CUCTEMBI, B KOTOPOH’, ¢
HCITOJIb30BaHUEM METOJIOB IU(MPOBOil 00pabOTKU peveBo-
ro curHaja, a Takxke dopmanuzanuu u 06paboOTKU 3HAa-
HHAU € IOMOIIBIO CEMAaHTUYIECKHUX CeTell, OCYIIeCTBIIAETCS
HEITOCPEJICTBEHHBIN TTepeXo/i 0T 0OpabOTKU COOOITCHUST B
pedveBoil popMe K aHAIM3Y CMBICJIOBOIO €r0 COAEPIKIMOIO
(cemanTHKO-aKycTHYecKuil amanu3). Ha ocHose mHCTDY-
MEHTOB, ITPEJIOCTaB/sIeMbIX B paMkax texuosorun OSTIS
u dpeitmBopka o0bpaborku curnansoB GUSLY, peasmzoBan
MPOTOTUI WHTEJIJIEKTYATbHOM CUCTEMBI IS Pa3pelIeHust
PEeUEBLIX HEOJHO3HAYHOCTEH OIPEJEIEHHOIO THIIA: OMO-
HUMOB ¥ TapoHUMOB. [loKazaHbl OCHOBHBIE JOCTOMHCTBA
MIPEJIJIAraeMOro MOJIX0/Ia MO0 CPABHEHWIO CO CTAHIaPTHBI-
MU CHCTEMaMHU ABTOMATHIECKOIO PACIO3HABAHUS PEYH, &
TaK>Ke BO3MOXKHBIE IIYTH JAJIbHEHIIero pa3BuTHs Ipeia-
raeMoro IMOJX0Ja JJIsl PEIICHHS 33/1a9U TTOHUMAHWS PEYH.
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