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CONVERTING QUANTITATIVE EXPRESSIONS
WITH MEASUREMENT UNITS
INTO AN ORTHOGRAPHIC FORM,
AND CONVENIENT MONITORING
METHODS FOR BELARUSIAN

ALENA SKOPINAVA, YURY HETSEVICH,
AND JULIA BORODINA

Abstract

This paper describes a NooJ syntactic grammar developed for recognising
quantitative expressions with measurement units (QEMU) and converting
them into the grammatically correct orthographic form in Belarusian. In
addition to a general description of the grammar, the paper suggests
methods for easy monitoring of the results received by means of the
developed grammar. These methods involve the replacement of QEMUs in
an initial document with their resulting orthographically-correct
equivalents in an exported XML-document which can be used further in
different applications.

Introduction

[n order to make text interfaces more ‘natural’, systems of human-
computer interaction should be able to voice electronic texts. High-quality
text-to-speech  synthesis cannot be achieved without solving various
computer-linguistic problems. By ‘computer-linguistic problem’, we mean
a task which refers to electronic texts, and concerns the identification,
classification, and processing of sequences of letters, digits, and symbols.
Solving the problem means developing a program for preliminary text
processing.

At the international NoolJ (Saarbriicken, 2013) and Dialogue (Bekasovo,
2013) conferences, we demonstrated solutions to several computer-
linguistic problems which concern QEMUs. In particular, we gave a
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detailed overview of syntactic grammars and linguistic resources which
identify, analyse, and classify QEMUSs. All of these were built in the form
of finite-state automata with the help of the linguistic processor NooJ and
its built-in visual graphic editor. So far three complementary algorithmic
blocks have been built for the Belarusian language. They allow:

- identification and classification of QEMUs according to the system of
the International Bureau of Weights and Measures (expressions with
Sl-basic, SI-derived, and non-systemic measurement units)

- classification of QEMUs according to word formation peculiarities
(full or shortened, with multiple or submultiple prefixes)

- expansion of QEMUs into orthographic words.

Although much has already been done, there is still room for further
improvements. Problems concerning QEMUs are not so easy to solve due
to the cnormous varicty of ways in which they arc expressed in writing.

Morcover, many of the ways they are expressed differ within various
language systems.

Difficulties in Belarusian

There arc some difficulties which must be taken into consideration in
order to develop an accurate grammar. Let us begin with the most difficult
cases. The first difficulty arises in the linguistic category of case: there are
six cases in Belarusian (nominative, genitive, dative, accusative,
instrumental, and prepositional), while, in English, for example, there are
only two cases, common and possessive. As a result, a context can
influence how words agree within one expression. In addition, numerals
also influence the case of the nouns which follow them. Thus, the
quantitative expression / x¢. ‘1 min.” has 6 forms in Belarusian: / x¢. —
aong xeiaing; xkaas 1 x6. — kaist aowodt xeiningl; na 1 xe. — na adnoi
xgizineg; boavuwt 3a 1 x6. — boaeut 3a aduy xeininy; xeviys 1 x6. — dcviys
aonpit xeixingi; ab 1 x6. — ab aonoew xeirine. In English, the equivalent
expression ‘1 min. — I minute’ will always remain unchanged, regardless
of the context.

Secondly, word endings in Belarusian depend not only on the category
of case but also on the categories of number and gender. Table 1 illustrates
the endings taken by the numeral odun ‘one’ in the nominative case. In
Belarusian this numeral takes different endings depending not only on the
case but also on the gender of a noun which follows it (Table 1).
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Belarusian English
1 cr. = ajHe cTaroa3e 1 ¢. = one century
(neuter) | min. = one minute_
| xB. = aaHa XBUJIIHA 1 m. = one meter_
(feminine) 1 d. = one day_
1 M. = aa3iH_ Me1p
{masculine)
1 cyT. = aaubl cyTki (pluralia
tantum)

Table 1 — Declension of QEMUs containing the numeral ‘1’ in
Belarusian and English

Thirdly, in addition to word declension, another difficulty is the variety
within one language system. For example, the Belarusian language
possesses a second system of spelling, which is called the Taraskievica or
Belarusian classical orthography. Nowadays, the modern and classical
systems co-exist, so it is important to take both of them into consideration.
Thus, the full list of variants for the Belarusian word cexynoa ‘second’ (ic
the Sl-basic measurement unit of time) will be the following: ¢, cek, ¢k,
CEKYHOG, CeKYIObl, CeKYHO3e, CeKYHOY, CeKynoaw, CexyHoaio, Cekynose,
CeKVHO, CeKyHOay, CeKvHOaM, CeKyHOami, CEKYHOax, CIKyHOa, CIKyHObI,
CORVHO3C, CIKVHOY, CIKYHOAH, COKYHOGIO, CIKVHO3E, CIKYHO, CIKYHOAY,
CcoryHOaM, carynoami, cakyuoax — 27 variants. This phenomenon can be
compared with lexical variants within American English and British
English. Thus, according to the World English Dictionary, there are
American forms (meter-meters), and British forms (metre-metres).

Finally, the problem of processing QEMUs is complicated by
homonymy. For instance, the abbreviation 2 (in Belarusian) can stand for
four different measurement units: eadsina, 200, epam ‘hour, year, gram’,
and sometimes cven epadyc ‘degree’.

Construction of the Grammar

Last ycar an algorithm for the nominative case was created. As well as
the improvement of the algorithm by the addition of more measurement
units and more models which can be processed, the algorithm is now able
to handle QEMU sequences and intervals. However, the most important
achievement is the processing of two more cases: genitive and accusative.
The analysis of the Nool-corpus of scientific and technical texts has
shown that these cases are the ones used most frequently.
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The grammar is fully self-containable and works without any
dictionaries applied. It contains 351 graphs; therefore, we had to come up
with a convenient way of ordering the graphs (Figure 1). Traditionally in
Belarusian, the six cases are listed in a certain order, in particular: 1™ ig
nominative, 2" genitive, 3" dative, 4" accusative, 5" instrumental, and 6"
prepositional. This is why we have put / before Nom, 2 before Gen, and 4
before Ace. The capital Latin letters in the names of graphs signify a
model of QEMU described by the graph. The model is specified by
abbreviations at the end of the names of the graphs. For instance, the letter
A in the name ‘1A Nom_ WN_MU’ stands for a QEMU with a numeral
descriptor expressed by a whole number WN_MU. With such ordering, we
receive an algorithmic tree which is clear and easy to work with.

Other graphs in the grammar describe mathematical signs which can be
found in front of numcral quantifiers, as well as the most probable
prepositions and other picces of the remaining context. The latter are
stored in the graphs ‘Gen_Features’ and ‘Acc_Features’.

g 1B N MU ’
//,/ “1C Nom Interval HvphenDo
— ———1E Nom OveraliDimensiofis

. (1F_Nom_Sequences }-
[Signs )\ [2A" Gen WN MU
\*:25 Gen DF MU

\\ 2C Gen Interval HyphenDots

9 N ZD Gen Interval Words [~
ZE Gen_OverallDimensi —_=

\
{fAcc_Features .‘KES—'SM-!\ 2F _Gen Segnences N
- & =
i /138 Acc_ DF MU J—
e N{4C_Acc_Interval_HyphenDuls b/
e ) Y4F_Acc_Sequences |~

“~[X_Disamb_BothRightAndLeftContexts ]/’

Gen_Features

Figure 1 — General view of the grammar for QEMU processing

For a more detailed view of the work of the grammar, let us look at what is
inside the graph ‘1A Acc WN_MU’ (Figure 2). The graph has been
created for QEMU which are used in the nominative case, and which
contain a numeral quantifier expressed by a whole number. Graphs of the
A-group (whose names start with @ _...) process numeral quantifiers
according to the required grammatical form: singular or plural; feminine or
masculine; nominative, genitive, or accusative cases. Graphs of the B-
group, in turn, describe measurement units of cach grammatical form and
class (basic S1, derived from SI, and out of SI).

{

RPN S 8 S, $ e

Berseir e e f s
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42 A_AccosSgFem

—"IPu»ﬂ\Fn[nn.w«. 19 =
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~—{b Acc A:»Sg \'\‘1‘»’“
‘\
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\ MineHD,

M \umArr Os \<\m4\\rP|T y

el \ e
PR I pan
IPRH. pLLTR e
TPSLTBEH TPUNGLGHM

PN

TPMILENAT

{B_Acc ] cc_Ewra A«Sg}’ﬂn

FFigure 2 — Graph for QEMUSs with a whole number in the nominative case

For example, the expression 74 epadyewt 74 degrees’ is processed
within this graph. Since 74 is a whole number and the expression takes the
nominative case, the grammar will use this exact graph. As a result of the
processing, 74 epadycel ‘74 degrees’ is converted into the orthographic
form cemoszecam uamoipot 2padycnt ‘seventy-four degrees’.

This example can be represented as a common model: WXY, where X is
any numeral quantifier, Y is a measurement unit and W is a context
determining the grammatical case. This model of the formation suits the
majority of QEMUEs, but there are some other models which the grammar
can process (Table 2).

Model Example English Translation

XY 12 % | 40-50 TBIC. M 12 % | 40-50 thousand m.

XYY 0,5144444 m/c 0,5144444 m/s

X-[... XY 1-1,5 ropa | +13... +19 1-1,5 years | +13... +19
oC oc

X-[... )X 1-5,7-1072 m/c 0,1-5,7-1072 m/s

Y/Y

~[+-£><]XY |=0,3°|>638 +0,3°|>6 Sv

~[ <)X ~107 K/c | ~9,8 m/c? ~107 C/s | ~9,8 m/s?

Y/Y
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X[ XY 2 i 4 meTpbl 2 and 4 meters

X, X, XY 5, 6,7 wr 5367 pC

XY-XY 0,1 't - 300 k' 0,1 Hz - 300 kHz
XxXY 1136%640 nikcensy 1136x640 pixels

X xXxXY 146,8 x 75,3 x 8,9 MM 146,8 x 75,3 x 8,9 mm

Table 2 — Models of QEMU formation which can be processed by the
grammar

Apart from the models listed above, the grammar can process numeral
quantifiers of various structures such as: whole numbers (5,797), decimal
fractions (0.5/44), intervals (+13...+19), positive and negative numbers,
quantifiers with or without context determining the case of the whole
expression (~20), exponents (0.1-5.7-10 ?), etc.

The graphs starting with b ..., describe mecasurement units. The
grammar can process about 120 measurement units belonging to various
classes: Sl-basic units (kiraepam ‘kilogram’, aymnep ‘ampere’), Sl-derived
units (oxoyas ‘joule’, padwisn ‘radian’), units belonging to other systems
(cexmap ‘hectare’, epadyc ‘degree’), and additional words which are not
officially considered units but can still be used for measuring (umyxa
‘piece’). These classes are illustrated by the names of the graphs: S7, D,
0OS, and EXTRA respectively. See Figure 3 for more examples of
measurement units from Belarusian.
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/ ,/ TIPAUIHT
}/// ra
-—)— T T e ‘___:, »—q)
P S rexTap
\ ~~{aacorax )~ =
Aanco'rax
nsn#.
\ Frege /
\ N|mpam ne.
f \ MpaL®. NYHKL /
/ ) \\ \0E nyMKT /
/ ‘ns;spanl\h {spausn i oy 1/
e NPanaHTHL KT
/ [XBAIR a 3 f
\_|/ xsampam B
nﬁm I /
wyos. |
Kyﬁh\uu rpanyc /
A

MapT_
Mapcki Bysesn

Figure 3 — Examples of measurement units belonging to other systems in
Belarusian

Quality Evaluation

As we have already mentioned, the algorithm consists of 351 graphs. It
can process a variety of numbers: up to 12-digit, whole and fractional,
positive and necgative, exponents, intervals, etc. Also, the algorithm is
capable of recognising more than 120 measurement units, including an
extra category containing units which can be used for measuring but are
not officially considered units eg: wumyxa ‘a piece’; or units which are
relatively seldom used eg ovisinmpeis “a diopter’ etc.

The quality evaluation test has been performed on the material of a text
corpus of over 100 thousand tokens containing 1,765 QEMU, and it has
shown quite good results: precision 86%, recall 82%, and F-measurc 84%.
For now the grammar covers three linguistic cases out of six, but the
performance of the grammar is quite accurate: QEMU tend to be most
frequently used in the following cases: nominative, genitive and accusative
— the ones which our grammar covers.
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However, one of the difficulties mentioned above is homonymy, which
affects the performance of the grammar. Due to full homonymy of some
phrases, there is a small number of false-positive results (approx. 1%). The
context of the following example y nacmanose ao 29.03.1996 2 ‘in the
resolution of 29.03.1996’ clarifics that the last letter stands for the word
200 ‘year’ (but not gpay ‘gram’); however, the part 3./996 ¢ is processed
separately and converted into an orthographic form as mpur y3a61 adna
MBICAYA O3€6AYLCOM O3CEAHOCMA WICYL O3eCcAYImMbICAUHbIX 2pama ‘three
point one thousand ninc hundred ninety nine grams’.

Thus, the grammar performance can be improved by adding the rest of

the cascs and solving the homonymy issues.

Replacer for QEMU

In the previous sections we have observed results with the help of the
‘Outputs’ checkbox in the NooJ concordance mode. This is extremely
useful for the intermediate monitoring of performance at the development
stage. However, different researchers have different goals and objectives
concerning text extraction, recognition or processing. Therefore, we
suggest a technology which turns the resulting outputs into a form which
can be further handled by another application and can be understood by
any uscr. A description of the process is as follows:

First, we need to add special markers to the main graph of the
algorithm (Figure 4). With their addition, the correct grammatical forms
which have been previously generated as comments become part of the
XML tag. Later these markers will let us replace the initial quantitative
expressions with their full equivalents.

[TA Nom WN \1
‘B Nom DF \lL )\

C Nom Interval H\ﬂml)ox
1E Nom OverallDimen
IF Now_Sequences \

/ BB Sk
/ fomrama b T G Dr W0 ﬂ \
/ \§\ 2C Gen Interval Hy;

e V4 — 2D Gen loterval Words )7/
7 — ~{2E_Gen OveralDeuens O\rmm')n
d Gomn "‘“ML’N\ T {2F_Gen Sequances ) 9

~

Ve <QEMUALL=" \LEV ﬁ\_z\_cr_‘D_\ﬂ-' ]
‘\ Signs ¥ " \{3B_Acc DE_MU

14C_Acc_Interval Hy

4F Acc_Se es

\{___‘“l‘gmnsﬁ_ AContexts __JY

~——

Figure 4 — General view of the grammar with XML markers added

|
é

g, a
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Second, we must apply the grammar as a linguistic resource. At the
stage of lexical analysis conducted on the corpus, QEMUs arc identified
and annotated with XML tags. Figure 5 shows the annotated text.

Amazon Oymse gacrayssub sakass OecrijioTHikami
AMepBIKaHCKasl 1HT2pHBT-KpaMa Amazon rulanye zanycuiis
JacTayky rnacekdiak 3 jlanamonram JipoHay.

llpa Tora rabBopsHillia ¥ napenaMmiledHHi KamraHli.

Ipotibl 3MOI'YILBL JlacTaysisilb lnaceliki Baron <QEMU
Alt="pa U3BIOX USJILIX TPOX ABHCHTLIX Kijdarpama '>ia
2,3 kp</QEMU>, sxkisg usanep ckaanaous <QEMU Alt="kajis
racbMijizecsill wacul npagsHray ">kans 86%</QEMU>
yCix m@akazay Ha Amazon, ckazsay I'eHepalibHbl ObipaKTap
kaMizadili Jixsd Besac y 1lHT3pB' Tajekaualny CBS.
llacrayka 6yase axeiuuayasuua <QEMU Alt="y panbyce
osecauni Misae ">y panslyce 10 Miap</QEMU> (npeGsisHa
<QFEMU Alt="wacHauualls Kinamerpay ">16 xM</QEMU>) an
CRAANOY 1HTH®PHAT-KPAMbl, MaKCiMalJibHbl 4ac an
adapMieHHst 3aka3y Ha arTpbiMaHHfa Tapapy <QEMU
Alt="cknanse TpeUUalb xpiair ">ckinanse 30
xpiJiiH</QFEMU> . Apianacrayka CGynze YykinodyaHas ¥y

Figure 5 — A picce of text with QEMU annotations in Belarusian

The third step is to export the annotated text in the XML format. We
see in Figure 5 that QEMUs have received the markers and have been
converted into their full forms, but the abbreviated form of the expression
is still preserved. Annotated text can then be exported as an XML
document.

In order to complete the replacement of the initial expression, we
launch and apply a specially written script program in the PEARL
language, which is called ‘Replacer for QEMU’.

An input file must be an annotated text in the txt—format. It is placed in
the folder ‘in® (Figure 6). After launching the ‘Start.bat’, the program
starts to work. The output htm-file appears in the folder ‘out’. The final
result can be seen in Figure 7. All the initial sequences of signs, digits, and
letters arc now transformed into linguistically correct word expressions. In
addition, their font colour is automatically changed to red and underlined.
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Name

in
out
7, perl
s perl58.dil
€3 QemuXmiToColorReplacer

25 start

1 xR

Figure 6 — Program ‘Replacer for QEMU’

filews/ /122 L/Reolacerds 20forse 20QEMU out/cna_Amazon®a200ya2¢% 203aCTay AUy

Amazon 8ya3e gactayasib 3aKasbl GecniyIoTHIKAMI

AMepbIKaHCKas IHT3PHIT-KpaMa Amnazon rnjasye sanycuitb
JAacTayky nacsiiak 3 ganamorait /iponay.

[Ipa rata raBopslua ¥ naseaaM/leHHI KaMauil,

JlpoHbI 2MOTYLLb AACTAYAALD NACHIAKI BArOIT 43 /13 BION UAIHIX TPOX
AZACATHIN KIAArpara, AKIA UANep CKAAAAI0LUb Kaia BachyMiasecsl
HACHE (PALRHTAY YCIX 3aKazay Ha Amazon, cKkazay reHepaibHbl
nbipakrap kamnauii xkad Besac y inTape'io Tanexanany CBS.

Jacrayka fyaze amblUAYAALLA ¥ DAALIVCE A3ecalll Mijih
(npmbaisna wackanuans kizaserpay ) aa cKA3Z0Y IHTIPHIT-
KpaMbl, MAKCIMA/IbHbI 4ac¢ ag ahapMaeHHA 3aKa3y Aa aTPbIMaHHA
TaBapy Cx/a43€ TPhIHALL X8k . ABiafacTayka Gyase
yK/oMaHasn ¥ naaTHyio nparpamy Prime, na sikoit naanicysiki
3apaz MOryub aTpbiMAIBallb KYNJ/i HA IPAUsAry ABYX A3€H nacas

Figure 7 — Resulting text with underlined QEMUs

Anyone who knows the basics of programming or HTML can casily
change the style of a replaced text to any other by editing the <FONT...>
line in the PEARL code.

Conclusion and Future Work

Quantitative expressions with measurement units can be found in
electronic texts of almost any thematic domain in various areas of
everyday personal and professional life: culinary recipes; information
about goods in online-shops or on labcls; weather forecasts; transport
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schedules; commentarics on sport events; ticket prices; tourist guides;
voiced transmission of scientific data from space satellites and probes;
architectural descriptions; measurements of human body indicators, such
as temperature, pressure, pulse, sugar, weight, cholesterol etc.

As a result, we have created an algorithm which transforms QEMUs
into orthographical words in Belarusian. The grammar describes several
particular models of QEMU formation, as well as an enormous variety of
numeral quantifiers and measurement units. The grammar has been tested
on a corpus containing 100,000 tokens, and it has shown relatively good
performance, with precision and recall rates over 80 %. Nevertheless, the
algorithm can be further improved. In order to reach the highest level of
precision and recall, we plan to add the rest of the cases, more types of
numeral quantifiers, measurement units, and structural models.
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