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Abstract

paper focuses on processing of direct speech in
Elarusian electronic texts for the purpose of audiobook
zation. Usually, for creation of an audiobook, synthesis with
¥ one voice is used. It gives us perspective on the
Hihood of making text-to-speech synthesis many-voiced,
making audiobooks more approximate to the
entation of characters’ unique speech features.

1. Introduction

work on direct speech processing was started in 2013 by
group of researchers from the United Institute of
srmatics Problems of the National Academy of Sciences of
farus. The main goals of the study include the identification
all cues in electronic texts and the identification and
pacessing of cues with authors’ text insertions for the aims of
obook creation,
- Actually, European scientists have already developed
gorithms  for character identification and automatic
ermination of the character’s role with the help of Nool
actic grammars [1]. As for the Slavic languages, the work
Croatian scientists on the direct speech identification
suld be noted [2], though they do not consider the problem
gender identification. Such programs for audiobook
ating as MP3book2005 and AUDIOBOOK are also
=veloped in this direction. They have special inbuilt units for
ieical analysis of dialogues, which can provide the marking
the characters’ and author's words in a dialogical text. In
WDIOBOOK  steps were taken to read dialogues in
Baracter, but the program does not cover all the cases. It
ores the cue structures with more than one insertion of the
or’s words. In addition, it is not able to identify the
der of a character on such indicator as a "verb + masculine
n" combination in the author’s words:
Tpaba nanicaus "sup", — aAKa3Bae ByyaHb.
‘We should write "aus", — the pupil (he) answers.)
Thus, the tasks confronting the authors include the
orithm  development for direct speech processing to
malize as much syntactic structures of dialogical text as
gssible, and to identify automatically the gender of a
fracter by the insertions of the author’s words in the direct
. We also discuss the use of the developed algorithms in
system,

The development of automated algorithm
for direct speech and author’s text
identification

At the first stage we have selected texts in Belarusian and
mtified all the paragraphs with direct speech. The found
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paragraphs were separated according to the characters’ gender
and all the cues with author’s text insertions were also
marked. Then the cues were analyzed to define the syntactical
direct speech structures and to detect gender indicators (such
as past tense verbs and nouns with gender attributes) in
author’s text insertions.

The following syntactic structures were revealed in direct
speech:
Direct speech apart from the author’s text:

-Can i)

Direct speech followed by the author’s text:

=CG LI o ) =A L o |2 )

Direct speech with one or more insertions of the author’s text:
=CLIHImPIAN.. 1.y =AG w 2] =C6 1B
!!!:?)l)?!l... FYEAG e b la]a)—CG TR 272

The structures contain the following annotations: C — the
words of a character (speaker), A - the author's text, brackets
() — the beginning and the end of a choice set of punctuation
marks, | - symbol or (separation of punctuation marks in a
choice set).

On the basis of these findings the algorithm for direct
speech identification was developed. The main idea is that
only those paragraphs are taken into consideration that begin
with a dash. Afier a dash being found, the following elements
of the paragraph are alternatively defined as the character’s
words and the author’s words. The algorithm’s complexity
consists in indicating of a set of characters that separate the
character’s part from the author’s part.

Let us describe the developed algorithm:

1. Process the next paragraph TT of a text T. If TT =
@, then go to Step 14, otherwise go to Step 2.

2.If TT begins with a dash, then go to Step 3,
otherwise — Step 1.

3. If a sequence of any number of SSwl set’s elements
is found next, and at the end of which there is any element of
SSp3 set, then go to Step 11, otherwise — Step 4.

4. If a sequence of any number of SSwi set’s elements
with SSp2 set’s elements placed between them (not several
elements in succession) is found next, and at the end of which
there is any element of SSp3 set, then go to Step 11, otherwise
— Step 5.

5.1If a sequence, starting with any element of SSpl
followed by any number of SSwl set’s elements, is found
next, and at the end of which there is any element of SSp3 set,
then go to Step 11, otherwise — Step 6.

6.1f a sequence, starting with any element of SSpl
followed by any number of SSw1 set’s elements with SSp2
set’s clements placed between them (not several elements in
succession), is found next, and at the end of which there is any
clement of SSp3 set, then go to Step 11, otherwise — Step 7.
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7. If a sequence of any number of SSw1 set’s elements
with SSp! set’s elements placed between or after SSwl set’s
elements (not several elements in succession) is found next,
and at the end of which there is any element of SSp3 set, then
go to Step 11, otherwise — Step 8.

8. If a sequence, starting with any element of SSpl
followed by any number of SSwl set’s elements with SSpl
set’s elements placed between or after SSwl set’s elements
(not several elements in succession). is found next, and at the
end of which there is any element of SSp3 set, then go to Step
11, otherwise — Step 9.

9. If a sequence of any number of SSw1 set’s elements
with SSp1 set’s elements placed between or after SSwi set’s
elements (not several elements in succession) and SSp2 set’s
clements placed between SSwl set’s elements (not several
elements in succession) is found next, and at the end of which
there is any element of SSp3 set, then go to Step 11, otherwise
— Step 10.

10. If 2 sequence, starting with any element of SSpl
followed by any number of SSwi set’s elements with SSpi
set’s elements placed between or after SSwl set’s elements
(not several elements in succession) and SSp2 set’s elements
placed between SSwi set’s elements (not several elements in
succession), is found next, and at the end of which there is any
element of SSp3 set, then go to Step 11, otherwise — Step 1.

11.If a dash is found next, then go to Step 12,
otherwise conclude that TT belongs to direct speech and go to
Step 1.

12. If a sequence of any number of SAwl set’s
elements is found next, and at the end of which there is any
element of SAp2 set, then go to Step 14, otherwise — Step 13.

13.If a sequence of any number of SAwl set’s
elements with SApl set’s elements placed before, between
or/and afier them is found next, and at the end of which there
is any element of SAp2 set, then go to Step 14, otherwise -
Step 1.

14.If a dash is found next, then go to Step 4,
otherwise conclude that TT belongs to direct speech and go to
Step 1.

15. The end of the algorithm.

"Within the given algorithm, Steps 3-10 correspond to the
speaker’s words identification and Steps 12-13 correspond to
the author’s words identification. For the description of direct
speech processing, the following sets of elements were used:
SSwi, SSpl, SSp2, SSp3. Respectively, to describe the
author's word’s identification the SAwl, SApl i SAp2 sets
were used.

Let us describe the elements of the sets being used. SSwi
and SAw! sets include the rules of possible speaker’s and
author’s words formation and have the following filling:
SSwl = SAwl = {<KWF>, <NB>, <WF>#-#<WF>}, where
WF is any word form, and NB is any number. SSp1, SSp2,
SSp3, SApl and SAp2 sets represent a range of different
punctuation marks and are filled as follows:

SSplL = (N, E NN N N S LN e N6 N, NN,
NN BN N NN LN NN N N =N N -,
A =, AU, 1N, NN NN N N L L L P
SSp2 = {<P>, 12V, L., ... LA LA - L G,
DL D NI DL D - D =)

SSp3 = {1, L1, 1%, 1, .4, 1, 00 0 R, DA, N
L\ NG N P

SApl = {/, L1, L., N1 I D
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SAp2 ={// L1, 1...01, 1)1, N1},

The developed algorithm was implemented with the help
of a computational linguistic tool NoolJ, notably with its
Belarusian module. NooJ allows to develop syntactical and
morphological grammars and to test them on a large number
of texts. Thus, the authors have developed a Nool syntactic
grammar DS_All for automated identification of all
paragraphs containing direct speech (Fig. 1). Its main parts -
graphs Speaker (Figure 2) and Author (Figure 3) - serve to
identify respectively the character's words and the author’s
words.

() {pe —
St N

- Author

Figure I: A general view of the DS_AIl grammar

<HE

T e

<NB>
<WES-SWES

EEBERN
rvvﬂ =T
T

Figure 2: Syntactic subgraph Speaker of the DS_All
grammar

<WF>
<WF>#-#<WF>

Figure 3: Syntactic subgraph Author of the DS_All
grammar

The resulting grammar can be applied sequentially to any
Belarusian electronic text through Nool, and the program
function Locate Pattern allows to view the results of the
grammar applied in the form of concordance (Fig. 4).



Before|Seq. {after

usiHa. - Boch 62ublys, WKapa yonbkl, WTO Bbi ag Hac pandka, a 7o 6. - A xit
ceKaw? - A xiba TYT HAMa Kamy reTaf cipasaid sanAuya? Bock Mo K., Caxaw
manica. - He, B Vo sycim cTpayiy vam aacky, AsRxkasaiup Bory, Afyeu
saf #x. - Anpaua Taro, 8 uy§, wro § re wanix Ecub ywmo. - Ui M
4b ywo. - Wl mana xa ceeue ayprRy, - 3no§ sagad a. Kipoin. Maryu
~ acsalh - Ny, To uvo? Xi6a manixam ceiveR He nagxnanaious? - Fe1a
saicis? - Fat1a Guino 6 ne na-xpsiciirncry. - 3aro

Figure 4: The results of applying the DS_AIl grammar to a
Belarusian text

3. The development of automated algorithms
for character’s gender identification from the
-author’s text

In the Belarusian language singular past tense verbs may have
- gender attributes, for example, nanpaeiy ‘he corrected’ and
- exasana ‘she said’. As such verbs may often occur in author’s
‘commentaries to direct speech, as well as some nouns having
gender attributes, they may serve as gender indicators and be
considered suitable for character’s gender identification.

For the purpose of gender identification we have modified
algorithm mentioned above, namely in Steps 12-13 we
sed one more set with gender indicators. Then on the basis
the grammar DS_All two separate grammars were
eloped — one for masculine gender identification (DS_M),
snd one for feminine gender identification (DS_F) (see [3] for
ore details). For this purpose, we worked further the graph
wthor and added resources for gender identification (Figure
In the Figure 5, one can see the subgraph
ERBSmasculine. It includes the list of masculine verbs,
ch were selected at the stage of manual marking of texts in
Belarusian and Russian languages. The similar list of
bs was created within the subgraph VERBSfemenine for
pinine gender identification.

=, ‘—i,—v BUSES. S
=\ ! 1)
S (&> ]
& P . q
| WF > -#< WE> (I}

} Figure 5: The subgraph Author, DS_M

| In order to use the outputs of the grammars in TTS system
5.1, it is necessary to adapt a text to a SAPI TTS XML
mat Therefore, to select an appropriate speech synthesizer,
swntactic grammar should provide annotations of the
ing kind:

i Required="name=[a synthesizer’s name in TTS
=m]">

% text for synthesis...

DICE>.

~ Thus, in the Figure 6 one can see, that the speech
mthesizers BorisBel and AlesiaBel will be respectively
=d to the character’s words (Speaker) and to the author’s
ws (Author).

mxa*w‘t.d- Mtl
' "

Figure 6: The DS_AIl grammar after being adapted for
SAPI 5.1

For example, after being processed by the DS_M and
DS_F grammars, a dialogical text will be annotated as in the
Figure 7. A female voice AlesiaBel is applied to the author’s
words, and voices ElenaBel and BorisBel are used for the
female and male characters’” words. Such annotation allows to
input texts into the TTS system SAPI 5.1, where the indicated
voices switch over are automatically (Figure 8).

<VOICE Reguirsd="nare=ElonaBel"r- Daub¥a vamu, </VOICE> <VOICE Required="namc=Alesiadel™>
-~ WENPaM ~xasana Mafira.</VOICE>

<VOICE Reguired=“name=B.risBel®>- Fauera sox, </VCICEs <VOISE Reguired="name=AiesiaSel™>
- nanpasi Amech.</VOICE>

<VOICE Required="nams=ScrisBel®>- Boch 7ak i OMANpe nawsiaeuss mense.</VOICE>

<UOICE Requireds
- Crasana jAxA TE>

I fRa anycuinaca na xaneni 1 ataMana e i
~ NMius. Symweue xuilh CTC ol

re=flenaBel”>- Wwean sana, </VOTCE> <VOICE Required="name=RiesiaBel”>

Figure 7: The sentences from the Table 1 after being
annotated with VoiceXML tags

i ]<VOICE Requied="name=ElenaBel">- Bausxa Bags, | i
| |</VOICE> <VOICE Regured="name=AlesaBel> | openrie |
| - usnvaM cka3an L </VOICE> i i
<VOQICE Required="name=BornsBel >~ Baupks soa, | s
</VOICE> <VOICE Requred="name=Al | [_sek |
- nanpasty Anece.</VOICE> i
<VOICE Required="name=BorisBei">- Bocb Tax | 1 Pause !
AHANPO NausHaeuua Hease.</VOICE> i
<VYOICE Required="name=Elena8el™>- )Kunau aaaa i
</VOICE> <VOICE Required="name=Al | Stop I
- ckazana Awn. </VOICE> i
1 5@ anyQUINaCcH H3 KaneHi | 3naMana NanbubiKaM! | sko ]u 5\
UTANLHYIO P |
- Miiie. RvAzsue Wwilih TN TOA i
| Speak .wav
Voice {Alesiasel =i ! \

Figure 8: The speech synthesis of the annotated sentences

4. Muiti-coloured marking of a text

One more application for the described annotation is the
multi-coloured marking of a text for visual presentation of the
author’s words and of the female and male characters’ words.
Such marking may be used by an editor to quickly analyze
direct speech in a text and to select an optimal number of
speech synthesizers or speakers.

To provide the muiti-coloured marking, the authors have
developed the VoiceXmlToColorReplacer software. The
program process VoiceXML-files and aliows converting
VoiceXML-tags of speech synthesizers into HTML-tags with
different styles of direct speech visual presentation.

After a text passes through the
VoiceXm!ToColorReplacer software, the character’s cues and
the author’s insertions are marked with different colours:
namely, author’s words (AliesiaBel) are in black, the male
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character’s cues (BorisBel) — in blue, and the female
character’s cues (ElenaBel) — in red (Figure 9).

Figure 9: A fragment of a text with multi-coloured
marking of direct speech

5. Evaluation

Initially, a training text corpus with 106 000 word usages was
used in developing the grammar. Then, in the process of
testing, the experts have collected a test text corpus with
23867 word usages. According to the performance
evaluations, the total number of cues in the corpus was equal
to 481 (N=481). Among them 233 cues include the author’s
text insertions, where 165 cues belong to male characters, 68
cues belong to female characters.

The quantity of all cues found by the algorithm DS_All
(be) is L=462; the number of those which have been correctly
processed is M=461. The calculations have showed the
following results for DS_AII (be): precision = 99,5 %, recall =
95,8 %, and F-score = 97,6 %.

The quantity of all cues found by the algorithm DS_M
(be) is L=145; the number of those which have been correctly
processed is M=143. The calculations have showed the
following results for DS_M (be): precision =~ 98,6 %, recall =
86,6 %, and F-score =~ 92,2 %.

The quantity of all cues found by the algorithm DS_F (be)
is L=58; the number of those which have been correctly
processed is M=67. The calculations have showed the
following results for DS_F (be): precision ~ 98,2 %, recall =
83,8 %, and F-score = 90,4 %.

6. Conclusion

In the process of character gender identification on the
author’s text insertions, rather good operating results were
obtained. Moreover, the developed algorithm showed itself
suitable for the use in combination with a TTS system and
later may be applied in audiobook creation with reflecting the
unique speech characteristics of characters.

However, text processing at the paragraph level is not

sufficient for character gender identification in all cues. There -

are a lot of cues without author’s text insertions, that is why
now we face the task of gender identification directly from the
character’s words, and the most significant challenge is to
provide text-level gender identification through the analysis
of the text going before and after the cues. Moreover, further
work needs to be done to create dictionary resources with
verbs-indicators identifying, to expand the punctuation base
(dash and guotation types, etc) and the test corporas.
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