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Abstract 
 

The paper presents a short review of existing methods of 
formant analysis and an extensive bibliography on the given 
issue. A brief description of a new formant analysis method 
based on LSF-representation of the LPC spectrum is given. 
Preliminary results of the estimation of the suggested method 
efficiency are presented. 

1. Introduction 

Formant frequencies (or formants) are the best known and the 
most commonly used parameters in characterizing speech 
sounds. Formants represent the resonances in the human 
vocal tract during speech production and the dynamic 
structure of speech articulation in the domain of vocal tract 
resonance (VTR). Resonance frequencies of the human vocal 
tract are of fundamental importance in speech production and 
perception [1 - 6].  
The temporal trends of CV and VC formant transitions (a 
classic concept known as formant “loci” [7] having 
perceptual relevance) help to capture the dynamic structure of 
long-range speech coarticulation and reduction [8-11] 
Formants are associated with peaks, maximums or 
prominence in the smoothed power spectrum of the acoustic 
signal of speech. But in real speech not any spectral 
maximum is a formant, and, conversely, the formant is not 
always manifested as the spectral maximum. According to 
this acoustic definition, formants would “disappear” during 
complete consonantal closure, and may “split” or “merge” 
under other conditions when the peaks in the acoustic 
spectrum become ambiguous. In spite of the fact that the 
exclusive importance of the formants has been acknowledged 
by researchers already since more than half a century ago, the 
problem of formant analysis still remains largely unsolved, 
particularly, because of the existence of this kind of 
ambiguities. However, recently as a result of general progress 
in the development of methodology of speech signals 
analysis and recognition a great number of works have 
appeared which are devoted to formant analysis. Different 
methods of the speech signal parameterization – various 
modifications of FFT and LPC spectrum and cepstrum – as 
well as different methods of interpretation of the results of 
primary analysis – dynamic programming, hidden Markov 
models, mixtures of Gaussian, Kalman filtering and others –  
are currently used for solving the tasks of formant analysis 
(see: [12-40]). Methods of the formant analysis developed to 
the present time are successfully used in modern systems of 
speech recognition [41-43] and speaker verification [44-46]. 
However, there remains an unresolved problem of how to 
estimate the efficiency of this or that method. New methods 
of efficiency estimation suggested nowadays (since 2007) by 
the majority of authors make use of a recently released public 

database [47] of formant trajectories. The formant trajectories 
(or VTR) database comprises hand-corrected vocal tract 
resonance information for a subset of the TIMIT database. 
TIMIT is a large vocabulary database containing speech from 
eight US dialects. Although the VTR database provides the 
frequencies and bandwidths of the first four formants for 512 
utterances, only the frequencies of the lowest three formants 
are hand-corrected. The database is split into testing (192 
utterances from 24 male and female speakers) and training 
(324 utterances from 173 different speakers). 
As a baseline for comparison of a newly suggested method a 
free Snack Toolkit [48] is often used. The tool estimates 
formant frequencies by solving for the roots of a 12th order 
linear predictor polynomial. Dynamic programming is used 
to find the optimal formant tracks. For a given frame, all 
mappings of the complex roots to the estimated formant 
frequencies for the previous frame are calculated and a cost 
value, based on formant frequencies and bandwidths, is 
obtained. The optimum formant track is given by the path 
with the lowest value. 
The organization of this paper is as follows. In Section 2, a 
short description of a new formant analysis method based on 
LSF-representation of a LPC spectrum is given. In Section 3, 
we present preliminary results of efficiency estimation by 
means of the suggested method and some discussion of its 
further improvements.  

2. Method 

Here we suggest a new method of formant analysis based on 
line spectrum frequencies (LSF) or pairs (LSP) representation 
of LPC. As one can see from the list of references [12-40], 
there has been no example of using the LSF representation of 
LPC for formant analysis.  The concept of LSF was 
introduced by Itakura, but it remained almost dormant until 
its usefulness was re-examined in the latest speech coding 
standards. LSFs encode speech spectral information in the 
frequency domain and have been found to be capable of 
improving the coding efficiency more than other 
transformation techniques, especially when incorporated into 
predictive quantization schemes [49]. 
As is well known, the general spectrum of a speech signal 
caused by excitation of the vocal tract and radiation, is 
described by means of a linear system with the transfer 
function expressed by the following formula: 
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Where { }ka  is a set of coefficients which are called LPC-

parameters, and p is prediction order. 



To receive LSF-coefficients, p zeros of function ( )zA  are 
reflected on a united circle by means of two z-
transformations ( )zP  and ( )zQ  of (p+1)th order: 

( ) ( ) ( ) ( )11 −+−+= zAzzAzP p  (2) 
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It follows from this, that 
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LSF- coefficients represent angular positions of roots ( )zP  

and ( )zQ  on a united circle in a range πω ≤≤ i0 .  

They have the following properties: 
– All roots ( )zP  and ( )zQ  lie on an unite circle; 
– Roots alternate on an united circle, i.e. the following 
inequality is carried out: 

πωωωω <<<<<< K2,2,1,1,0 qpqp  (5) 

LSF representation of LPC spectrum possesses the following 
important properties: 
1) The distance between LSF defines the amplitude of 
spectral density; 
2) The block from two or three close located LSFs shows the 
maximum presence in a spectrum, while located with large 
interval between LSF corresponding minima; 
3) Generally, spectral sensitivity of each LSF is localized, i.e. 
at little change of one of LSFs the spectrum will change only 
in the vicinities of these LSF-parameters. 
The first two of the above properties are taken as the basis in 
the development of our method of formant frequencies 
tracking. The third property is very important for the solution 
of speech coding problems.  
In figure 1 different representations of the speech signal for 
the phrase “Even I occasionally get the Monday blue!” 
spoken by a female speaker are shown.  

 
Figure 1 – Different representations of a speech signal.  
See from the top to the bottom: FFT spectrum (a), LPC 
spectrum (b), LPC spectrum+pole (c), LPC spectrum+LSF 
(d). 

Each spectrogram was obtained for the signal from the 
TIMIT DB with a sampling rate of 8 kHz and with a window 
of 32 mc. Comparing 1a and 1b one can see that LPS-
spectrum shows a more accurate picture of the formant 
movements than the FFT-spectrum. The poles of transfer 
function shown on LPC spectrum (1c) give additional 
information on the position of formants, though it is not 
always quite correct. It is apparent from 1d, that continuous 
LSF trajectories closely correlate with formant movements 
that can serve as additional information for formant 
frequencies tracking.  In the method suggested we combine 
each of the three advantages of LPC speech signal 
representation, i.e. LPC spectrum, poles and LSF, in order to 
improve precision and robustness of formant frequencies 
tracking. 

3. Software model 

The general structure of the software model realized by the 
suggested method of formant analysis is shown in figure 2. It 
consists of four main blocks:  
- LPC analysis block that calculates the spectrum {H(w)}, 
poles {pi} and line spectrum frequencies {LSFi} of the 
speech signal (see figure 3 for more details); 
- Formant range detection block that determines the ranges 
{F_rngi} of formants frequencies changes based on LSF 
information (see figure 4 for more details);  
- Formants finding block that determine the formant 
frequencies F1, F2, F3 inside their ranges based on the 
spectrum {H(w)}, poles {pi} and line spectrum frequencies 
{LSF i} information (see figure 5 for more details); 
- Tracks interpolation block that provides smooth connection 
of formant frequencies tracks on the unvoiced regions  (see 
figure 6 for more details). 

 
Figure 2 –General structure of formant analysis model 

The software model is designed as a toolkit for investigation 
and includes a big number of adjustment parameters. 



LPC analysis block (figure 3) provides at its output not only 
direct values of poles position {pi} and line spectrum 
frequencies {LSFi} but also their weighted values estimamted 
according to spectral density: wpi and  wLSFi . 
Adaptive formant range detection block (figure 4) based on a 
choice of an optimum set of the LSFi which are the best 
borders of F1, F2, F3 formant frequencies regions. It utilizes 
different formants range detection methods as is shown in 
figure 4. 
Formants finding block provides calculation of three formant 
frequencies by using different types of LPC parameters or 
their combinations as is shown in figure 5.  
Formant tracks interpolation block (figure 6) provides linear 
or cubic spline interpolation of formant frequencies tracks on 
the unvoiced regions by using pole weighted mean or 
maximum. 

 
Figure 3 –LPC analysis block 

 

 
Figure 4 – Adaptive formant range detection block 

 
 

 
Figure 5 – Formants finding block 

 

 
Figure 6 – Tracks interpolation block 

4. Results and discussions 

Here we will present the preliminary testing results of our 
model demonstrated by phrases taken from TIMIT DB 
spoken by different  speakers [47]. The formant frequencies 
tracking result for the phrase “A roll of wire lay near the 
wall” spoken by three different male speakers is shown in 
figure 7. In figures 8 and 9 the formants trajectories for the 
same phrases and speakers as in figures 1 and 2 from paper 
[38] are shown for comparison.  
In all figures the formants trajectories that were taken from 
TIMIT DB are shown in black and calculated with our model 
shown in white. Spectrograms and formant frequencies are 
shown in the Mel-frequencies range up to 4kHz.  
For each of the speech samples the average Root Mean 
Square Errors (RMSE) for each of the formants is 



automatically calculated. In table 1 the results of RMSE 
calculation for the observed phrases and speakers are shown. 
The numbers shown in bold cursive letters are the best values 
of RMSE taken from [38].   

 Table 1. RMSE values in Hz 
Phrase Speaker F1 F2 F3 Average 

Male 1 92 82 73 82 
Male 2 118 124 132 124 

Figure 7 

Male 3 79 84 93 85 
Figure 8 Female 115 104 85 101/108 
Figure 9 Male 170 125 179 158/285 

As it is seen from figure 7 and table 1 the calculated formant 
trajectories are very close to those made by hand in TIMIT 
DB. Moreover, sometimes the calculated trajectories look 
more preferable (watching the spectrograms maximums) than 
the hand made ones. It can also be seen that the main 
deflections of tracks calculated from the TIMIT’s tracks are 
in the regions at the beginning and the end of the spectrogram 
where the signal is close to zero. 

 

 

 
Figure 7 – Formant frequencies tracking result for the 
phrase “A roll of wire lay near the wall” spoken by three 
different male speakers. 

 
Figure 8 – Formant frequencies tracking result for the 
phrase “They own a big house in the remote 
countryside” spoken by female speaker. 

 
Figure 9 –Formant frequencies tracking result for the 
phrase “We saw eight tiny icicles below our roof” 
spoken by male speaker. 

 
Conclusion 

 
Figures 8 and 9 as well as the data from table 1 confirm the 
efficiency of the method of formant trajectories tracking 
suggested in this paper. The method works rather well for 
male voices and less efficiently in the case of a female voice. 
Further investigations will be directed at increasing the 
accuracy and robustness of formant analysis both for female 
and male voices.  
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