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Welcome Message

On behalf of the conference organisers, the Institute of Cybernetics at the Tallinn
University of Technology and the Institute of the Estonian Language, I would like to
welcome all participants to the Second Baltic Conference on Human Language
Technologies — HLT'2005, which is being held in Tallinn during April 4 - 5, 2005.

This conference is the follow-up of the First Baltic Conference on HLT, held in
Riga, Latvia, almost a year ago. Within this short period of time the Baltic States have
gone through a significant change — they have become full members of the European
Union. This event represents the start of a new era that brings with it a large number of
potential opportunities to participate in all areas and activities of a new multi-cultural
and multi-lingual community. How to survive in a multilingual Europe without losing
one’s language and identity is certainly a crucial issue for all Baltic countries. We — the
participants of this conference — understand that the development of efficient
technologies for the processing of human languages can help languages survive so as to
prevent Gutenberg's effect from taking place in the computer age. Therefore,
conferences like this are of a great importance since they provide a forum for the
sharing of new ideas and recent advances in human language processing. They also
promote interdisciplinary co-operation between the research communities of computer
science and linguistics from the Baltic countries and the rest of the world.

The scientific programme of the conference consists of four plenary sessions
including seven presentations by world renown scientists, as well as 20 oral and 28
poster presentations selected by the international programme committee chosen from 60
submitted abstracts.

The Tutorial Day on April 6 offers two parallel sessions, one in spoken language
and the other in written language technology. Each session includes three lectures by
established scholars, and ends with a joint session that integrates the two fields.

I would like to thank the supporters of the conference:
e eVikings I — a FPS project IST 2001-37592
e International Speech Communication Association (ISCA)
e Estonian Ministry of Education and Research
o Tilde

I wish you all a successful conference and a very pleasant stay in Tallinn.

Einar Meister, Ph.D.
Chair of HLT"2005
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EXPRESSIVE SPEECH SYNTHESIS: WHAT IS THE GOAL?

Nick Campbell
ATR Network Informatics Lab (Kyoto, Japan)

Abstract

This paper describes a recent attempt to define expressiveness in the context of speech synthesis.
With concatenative techniques, we have overcome the barrier of portraying extra-linguistic infor-
mation in speech synthesis, by using the actual voice of a recognisable person as a source for units,
but we still face the barrier of expressing the variety in the types of speech that a person might use
in everyday social interactions. Paralinguistic modification of an utterance portrays the speaker’s
affective states and shows his or her relationships with the speaker through variations in the manner
of speaking, by means of prosody and voice quality. These inflections are carried on the proposi-
tional content of an utterance, and can perhaps be modelled by rule, but they are also expresssed
through non-verbal utterances, the complexity of which may be beyond the capabilities of current
synthesis methods.

Keywords: Communication, Expression, Affect, Emotion, Social Interaction, Non-Verbal, Speech
Synthesis, Human-Interface Technology

1. Introduction

The computer synthesis of speech has been a goal of computer scientists and speech
technologists for more than half a century (1; 2), yet neither linguists nor phoneticians
have yet achieved a comprehensive defi nition of the full range of variations and uses of
speech as a means of human communication and social interaction.

Much of the research into human language has been based on the analysis of writ-
ten texts. When spoken language has been considered, it has been treated either as a
system of sounds or as a media-transformed version of text; to be analysed in a written
form through the use of transcriptions. This is understandable, since the technology for
analysing oral interactions has until recently been both expensive and lacking in portabil-
ity. ‘Speech’ is not well understood from the standpoint of ‘communication’.

Similarly, conversation analysis has a long history of research, but again, in the
majority of cases, it is the texts of the conversations that has formed the basic material for
study. The actual sounds of the speech have been considered as of secondary importance
to the content. What you say has been treated as more important than how you say it; but
whereas this may well be the case for formal announcements, it is rarely so in casual inter-
personal interactions, where phatic communion is as important as propositional content,
if not even more so.

15
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More recently, we fi nd many comprehensive resources of spoken material avail-
able to researchers, thanks largely to the efforts of the speech recognition community to
provide training material for their statistical engines. In the early days of speech recogni-
tion research the emphasis was more phonetic — categorising the basic speech sounds by
use of Hidden Markov Models, and using triphone-contexts to defi ne elemental phones to
be interpreted in conjunction with the use of a language model in order to convert sound
sequences into words for recognition.

Prosodic variation in speech was largely ignored, because the technology provided
word candidates regardless of the speaker-specifi ¢ or utterance-specifi ¢ variations. The
texts could be understood without resource to prosodic knopwledge, whch was thought
to function primarily as a support for syntactic and semantic information encoded in the
text. Directed-speech, rather than casual conversation was the norm in such research.

The emphasis in speech data collection was on maximising speaker numbers in
order to produce speaker-independent models, rather than on modelling the variations in
the speech of a particular individual across time. Developments in recognition technology
were in the direction of whole-word modelling and in improvements to the statistical lan-
guage models, but the assumption of a strong dependence between component phones and
consequent word sequences remained. Recognition performance was and still is evaluated
in terms of the number of words correctly transcribed. The assumption that words repre-
sent speech has been largely unchallenged, and the possibility that the same utterance can
carry different meanings according to its pronunciations largely ignored.

Similarly for speech synthesis research, based on the early assumptions of synthe-
sisers functioning as reading machines, the primary focus has been on the conversion of
text sequences into sound sequences. From word-based input to speech output, the flow
of processing is concentrated on predicting the sounds required to represent the word
sequence in order to present the same propositional content in a different medium. A
given word is given different pronunciations depending on its context in an utterance or
on the syntactic structure of that utterance, but very little attention has yet been paid to
the function of non-verbal utterances in speech.

Analysis of a very large corpus of natural conversational speech has shown that
more than half of the utterances have minimal propositional content and that they function
instead to establish speaker-listener relationships and to express the speaker’s affective
states for phatic communication in way that cannot be transcribed into written text. This
paper tackles the issue of how to synthesise such non-verbal, phatic utterances.

2. Corpus-based Speech Synthesis

Looking back across the long history of speech synthesis research, we can see in retro-
spect a clear evolution from the modelling of phonetic states to the modelling of utterance
characteristics. The pioneering work of Gunnar Fant in Sweden (3; 4) and Dennis Klatt
and his colleagues at MIT (5; 6) in the US was founded on a phonetic view of speech as
a sequence of phones, modulated by prosody to represent syntactic and semantic content.
Joe Olive (7; 8; 9), Osamu Fujimura, and their colleagues at Bell Labs made a signifi cant
contribution by showing that the dynamics of the transitions between the phones carried
much more information than an interpolated sequence of steady-state representations of
phone centres. Yoshinori Sagisaka in Japan (10) extended this paradigm shift by concate-
nating non-uniform sequences of actual speech taken from readings of the most common
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5000 words of the language. It became clear that the information carried in the dynamics
of the speech far outweighed that of the supposed phonetic centres.

Although text can be well represented by a sequence of invariant letters, speech
sounds are not invariant. They depend heavily on the various contexts of their phonation
(11) . My own work extended the above trend by incorporating prosodic contexts among
the selection criteria for units for concatenation from a speech corpus (12; 13; 14). Al-
though a small step in terms of processing, this allowed us to remove the signal processing
component from the synthesiser and to use the speech segments intact, without resort-
ing to potentially damaging prosodic modifi cation. By simply concatenating phone-sized
segments which had been selected according to both phonetic and prosodic contextual cri-
teria, we were able to faithfully reproduce the voice and given speaking-style of a speaker
and speech corpus (15; 16).

The early generations of speech synthesisers were soon able to reproduce the lin-
guistic content of a message. The developments described above resulted in an ability to
reproduce extra-linguistic content; i.e., the speaker-specifi ¢ characteristics. However, the
remaining paralinguistic aspects of speech are still poorly modelled. Speech synthesis can
function effectively when presenting information by use of a given voice, but it cannot yet
perform in a conversational context where the expression of affect and the management
of discourse flow take on a greater importance.

3. Emotion and Speech

The latest trends in speech synthesis research can perhaps be summarised by one word:
‘emotion’ (17; 18; 19) . The poor take-up of speech technology in general by members of
the public is currently attributed, by both the synthesis and recognition communities, to a
lack in the ability to process emotion in the speech.

While it may well be true that current speech technology is lacking a ‘human’
component, is this really best described by the term ‘emotion’? I disagree. Or rather,
I believe that what many people understand by the wider colloquial application of this
term is not well represented by the more limited technical application of the term, as
characterised by the ‘big-six’ emotions of psychological research as illustrated by Ekman
and his colleagues (20).

Most speech technology research is based upon the analysis and modelling of
speech corpora. These corpora are generally produced in controlled conditions; whether
in a recording studio, using the voices of professional speakers to produce ‘clean’ data,
or over the telephone, using the voices of many speakers to produce ‘representative’ data.
The demands of scientifi ¢ research and technological developent require that we balance
the speech data so that they will be representative of the aspects of speech which we wish
to reproduce. These controls can take the form of ‘phonetic balance’, from reading of
carefully produced sets of sentences so that each phone is presented in every context of
possible use, or of ‘sociological balance’ so that each sector of the community is ‘equally’
represented, or of ‘content balance’ so that all speakers produce a common set of desired
utterance types.

The drawback with the above ‘scientifi ¢’ constraints is that we only see what we
originally intended to look at. That is, the data that we produce for research are repre-
sentative of the aspects of speech that are generally considered to be important at a given
stage of the evolution of the technology, but they are not necessarily representative of the
ways that ordinary people use speech in the everyday contexts of social interaction. When
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confronting researchers with this dilemma, whether in a review of a submitted journal pa-
per or in casual conversation, we often meet the response “Well, what else can we do?”. It
appears that many of us are aware of the drawbacks of this approach but that we nonethe-
less continue to follow in the footsteps of our predecessors. Such is the path of scientifi ¢
research.

So how does this affect the representation of emotion in speech? The chain of logic
is as follows: (i) emotion is poorly represented in current speech processing, so (ii) emo-
tionally charged speech data should be collected, (iii) the texts must be balanced so that
scientifi ¢ comparisons can be made, so (iv) semanticaly neutral sets of sentences should
be produced under various emotions, so (v) actors are recorded producing each sentence
in every emotional state, then (vi) perception tests are carried out to ‘validate’ the data,
and (vii) subsequent analyses confi rm the clear acoustic characteristics of the different
‘emotions’. This is a very logical progression but it results in a corpus of stereotypical
expressions that may have very little to do with how ordinary people vary their speech in
actual social interactions.

Actors are trained to project what will be readily perceived as a given emotion, and
listeners in the perception tests are given forced-choice between alternatives which restrict
them from qualifying or elaborating on their ‘peceptions’ in any way. Furthermore, the
‘emotions’ that are almost always produced for such data tend to be simple basic ones:
sadness, fear, anger, and joy, rather than the more subtle and complex states than result
from the interaction of emotions arising from social interaction. It is rare in everyday life
for us to experience fear and joy to the extent that they are produced in such ‘balanced’
data.

Despite the popularity of the keyword ‘emotion’ in current speech technology re-
search, the question remains of whether this is in fact the proper direction in which to
further our work. Are not ‘attitudes’ more relevant to spoken interactions? Perhaps we
experience boredom or frustration more often that we experience sadness and joy? And
show interest more often than we show anger. These more complex expressions of affec-
tive states and social relationships are far more common than the expression (or even the
experience?) of the basic emotions as illustrated by Ekman in his work on facial expres-
sion. Certainly for the use of speech synthesis or recognition in social situations, we need
also to be able to reproduce and recognise the more subtle expressions of speaker states
and relationships — not just those deliberately produced on demand, but also those which
are revealed in spite of a veneer of civilised self-control.

4. A Conversational Corpus

In order to discover what the more likely distributions of affective or emotional expres-
sions might be, we produced a corpus of everyday conversational speech, which has been
reported in detail elsewhere (21; 22). In order to overcome Labov’s well-known Ob-
server’s Paradox, wherein the presence of an observer or a recording device influences
the productions of the observed person, we persuaded our subjects to wear small head-
mounted studio-quality microphones for extended periods while going about their normal
everyday social interactions over a period of about fi ve years.

These volunteers were paid by the hour of speech that they produced for us, and
a further group were paid to transcribe and annotate this speech data in fi ne detail. The
transcriptions were produced in plain text rather than phonetic coding, but care was taken
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to transcibe every utterance exactly as it was spoken, with no effort made to ‘clean-up’
the transcriptions or correct the grammar.

Transcribers were encouraged to break the speech into the smallest possible ut-
terance chunks by use of a notional yen-per-line payment policy. In spite of this, many
single ‘utterances’ included several tens of syllables, being expressed as a single breath-
group. The text of the transcriptions from one speaker, if printed end-to-end as a solid
block of text in book form would fill 35 volumes, and if printed one-line-per-utterance,
would probably exceed 100 volumes.

The majority of speech utterances in this corpus were single phrases; ‘grunts’, or
phatic sounds made to reassure the listener of the speaker’s affective states and discour-
sal intentions (23; 24). Laughs were very frequent, as were back-channel utterances and
fillerd, but approximately half the number of utterances transcribed were unique. These
typically longer utterances can perhaps be well handled by current speech synthesis tech-
niques, since the text carries the brunt of the communication, but the shorter ‘grunts’
require a new method of treatment.

The word ‘grunt’ carries implications of pre-human or even animal behaviour, but
believe that it is the most appropriate term for the type of phatic communication that takes
the place of mutual grooming in human society (25). As well as the frequent “ummm”,
“ahhh”, “yeah”, “uh-uh”, etc., I include the use of such phrases as “good morning!” and
“did you sleep well?”, “see the game last night?”, etc., which are used when social rather
than propositional interactions are normal. They float to the top of the multigram dic-
tionary (26) by dint of their frequent occurrence, but most can be characterised by the
flexibility and variety of their prosody. None can be interpreted from the plain text alone.
Perhaps these sounds are among the oldest forms of spoken language? In numerical terms,
they account for more than half of the conversational corpus.

On the basis of the above distinction, we categorise the corpus utterances in terms
of I-type and A-type functions; the former for the conveyance of information, the latter
for the expression of affect (27; 28). A framework was proposed (see Figure 1 for an illus-
tration) which describes the two-way giving and getting of I-type and A-type information
subject to speaker-state and listener-relationships. For simplicity in a speech synthesis
application, we propose four levels of each:

o Self (the speaker herself)
— Mood: the speech is ‘brighter’ if the speaker is in a ‘good mood’ (two levels:
plus, minus).
— Interest: the speech is more ‘energised’ if the speaker is interested in the
conversation (two levels: high, low).
e Other (her relationships with the interlocutor)
— Friend: the speech is ‘softer’ if the listener is a friend (two levels: close,
distant).

— Place: the speech is more ‘intimate’ if it takes place in a relaxed environment
(two levels: relaxed, formal).

1T use the word “fi ller’, since it is common parlance, though I strongly object to the implication that a gap
exists in the interaction which is being ‘filled’. I believe that these slots in the communication process serve a
very important function as places where non-linguistic (affective) communication can occur.
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Figure 1: A framework for specifying the characteristics of an utterance according to
speaker-state, relationship with the listener, and speech-act type.

Any given utterance will be realised subject to the above constraints. The challenge
to synthesisers for conversational speech is to allow the user to specify such constraints
simply and easily. In the case of A-type utterances, the framework is more important than
the text, which can be relatively freely specifi ed so long as it fulfills the desired social
function of the utterance, as we will see below.

5. Interfaces for Expressive Speech Synthesis

As explained above, we can consider that there are two types of utterance in common use
in conversational speech; one for transmitting propositional content (I-type), and the other
for expressing affect (A-type). While existing speech synthesis technology is arguably
quite adequate for the former, the subtlety of prosodic expression and voice-quality (la-
ryngeal phonation settings) required for the latter is beyond the capability of most present
systems.

While research is being carried out into signal processing techniques for modifying
the voice-source settings, we have yet to fi nd a method that is capable of also matching the
sub- and supra-glottal conditions so that a realistic coherent sound can be produced. At
present, any modifi cation of the speech signal results in a perceptible degradation which is
unacceptable, given that we are trying to control fi ne modifi cations in vocal setting, such
as tenseness and laxness of the voice (29; 30). The vocal tract can perhaps be adequately
modelled as a series of resonant tubes for the purpose of reproducing the basic speech
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sounds, but for the fine details of airflow required to reproduce the subtle nuances of
expression in conversational speech, the model becomes excessively complex.

While not necessarily implying that such a large corpus would be necessary for
conversational speech synthesis in different voices or languages, we were able to use the
ESP corpus as a test case of what might be possible for concatenative synthesis in the
future. Given 5-years of one person’s daily conversational speech, we were interested
to discover the extent to which the 6th year’s speech might be contained within such a
corpus.

Our fi rst task was to reduce the text into fundamental units, since segmentation into
phone-sized units is no longer necessary when whole utterances are included in many var-
ied forms, each having different prosodic characteristics, as candidate units. For this we
used a form of multigram analysis to determine on statistical grounds the common collo-
cations of frequently-occurring sound sequences in the corpus. This analysis results in a
dictionary of various-length sequences and a set of probabilities for each so that a subse-
quent Viterbi process based on the EM algorithm can determine the optimal sequence of
segments for any given target utterance.

This process in fact provides a dictionary of frequently used sound sequences, or
a personalised lexicon independent of any linguistic criteria, that models the common
speech patterns of the corpus speaker. Favourite phrases and specifi ¢ lexical sequences
(e.g., adjective-noun groups) tend to be included as intact units with high probabilities in
such a dictionary, while shorter patterns with even higher probabilities represent the fre-
quent phonetic sequences (or articulatory gestures) of a given speaker. At the lowest level,
single phone-sized sounds are indexed to ensure that any possible sequence of sounds can
be generated.

By use of such statistically-determined non-uniform segments for concatenation,
whole phrases can be linked by units representing common articulatory gestures so that
a high level of naturalness, retaining the speaker-characteristics, can be maintained in the
resulting synthesised speech. As we saw above though, more than half of the utterances
can be expected to occur intact, as whole phrases, and can then be subcategorised accord-
ing to their prosodic and voice-quality characteristics for the common A-type utterances.
With so large a corpus, the task becomes one of selecting the appropriate acoustic realisa-
tion of a given phrase rather than that of creating such a phrase out of smaller component
segments.

In parallel with the problem of determining optimal unit size, is the equivalent
problem of how to specify such units for input to the synthesiser. Plain text is no longer
appropriate when the intention of the speaker is more important than the lexical sequence
of the utterance. Instead, we need to enable the user to quickly access a given corpus
segment by means of higher-level intention-related constraints.

Figure 2 shows a recent prototype for such a speech synthesis interface. ‘Chakai’?
allows for free input (by typing text into the white box shown at bottom-centre) as well
as the fast selection of various frequently-used phrases and, in addition, an icon-based
speech-act selection facility for the most common types of ‘grunt’. This format enables
linking to a conventional CHATR-type synthesiser for creation of I-type utterances not
found in the corpus, while providing a fast, three-click, interface for common A-type
utterances which occur most frequently in ordinary conversational speech.

2The name, not unrelated to CHATR is composed of two Japanese syllables, meaning tea-meeting, an event
during which social and undirected chat is common.
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Figure 2: The Chakai Conversational Speech Synthesis interface. By clicking on a
speech-act icon, a choice of emoticons is dispayed in the upper section of the screen
according to corpus availability, from which an utterance having the appropriate speech
characterstics can be selected. Utterances are selected at random from among those in that
same category within the corpus so that subsequent selection of the same combination will
provide natural variety without unnecessary repetition.

The selection of whole phrases from a large conversation-speech corpus requires
specifi cation not just of the intention of the phrase (a greeting, agreement, interest, ques-
tion etc.,) but also of the speaker’s affective state (as desired to be represented) and the
speaker’s long- and short-term relationships with the listener at that particular time.

Chakai can be used in almost real-time for conversational interaction. When ini-
tiating a topic, typed input is required, and this is presently too slow, but when showing
interest or ‘actively listening’, then different grunts can be produced to encourage the
speaker, challenge her, show surprise, interest, boredom, etc., by simply clicking on the
icons. The initial frame presents the user with a choice of four listener types: friend,
family, stranger, or child, with adjustable bars for setting the activation of the Self and
Other constraints. The following screen allows selection of different forms of greetings,
sub-categorised according to occasion (e.g., morning, evening, telephone, face-to-face,
initiation, reply etc.,) with an adjustable bar for setting the intended degree of activation
or ‘warmth of greeting’ before the penultimate button-press. When these criteria are se-
lected, the different types of speaking style representing available utterances in the corpus
are presented as a row of activated smiley-faces (top of the fi gure) from which the user
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can select the closest to their intended interactional function. No lexical-based selection
or keyboard entry is offered, as the function and constraints will determine the text auto-
matically from what is available in the corpus for that particular speaker.

The following screen (shown in the fi gure) is for the core part of the conversational
interaction. Icons are arranged in 4 rows, with questions on the right (who, where, why,
when, etc.,) and positive, neutral, and negative grunts arranged in three columns on the
left of the screen. The vertical dimension here is used for degree of activation. We have
tested this interface in actual conversations, and a trained operator can use it in real-tme
to sustain a conversation for extended periods of time.

By splitting utterances into three types, we have greatly facilitated the selection
process. I-type utterances, being largely unique since they are so content-dependent, have
to be laboriously typed in. Frequent phrases which are text-specifi ¢ can be selected and a
choice of speaking styles is offered via the smiley-face icon layer. Grunts, which are the
most common type of utterance in casual speech, are fastest to produce. An utterance can
be produced simply by clicking on the type and its qualifi er. The corpus has been pre-
annotated for the signifi cant dimensions of selection so the actual code that produces the
segments can be very simple. And since it is often the case that whole-phrase segments
are concatenated with short pauses between them, the naturalness of the resulting speech
can be absolute. No processing is required, thanks to the number and variety of utterances
in the corpus.

Clearly, this propotype does not represent the full fi nal version, and it will require
several generations of trial and evolution before an ideal conversation-device is realised,
but we are satisfi ed that it well represents the problem that we are trying to solve. The
user, whether handicapped or healthy, human or robot, should not have to specify the text
of a conversational grunt, whether it be “yes” or “good morning” and then also have to
describe its prosody or purpose. These are secondary characteristics of speech. They de-
pend on the higher-level constraints of discourse context and speaker-intention just as the
fi ne acoustic characteristics of CHATR segments depend on the phonetic and prosodic en-
vironment in which they occur. By knowing these dependencies and their interactions, we
are able to simplify the process of selection and thereby to improve both the functionality
and the quality of the synthesis process.

6. Conclusion

This paper has introduced some of our most recent work on the synthesis of conversational
speech, and shown that the challenges presented by this type of task are qualitatively dif-
ferent from those of traditional speech synthesis for the transmission of propositional
content. We have found from our analysis of a very large natural-speech corpus that at
least half of the utterances in interactive conversatioal speech are not well represented
by their text alone and that they depend upon specifi ¢ prosodic characteristics, such as
tone-of-voice, realised by differences in laryngeal phonation quality, that can not easily
be reproduced by signal processing techniques. The paper has also described our ini-
tial attempts to utilise the corpus for concatenative speech synthesis, and has presented
a prototype user-interface that allows input acording to speech-act intention, using con-
straints representing the primary contextual influences on speaking-style, so that a con-
versational utterance can be produced rapidly with minimal input from the user. For the
phatic utterances that are a characterisatic of informal and social speech, this interface al-
lows text-free input, since an appropriate phrase is selected from the corpus according to
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the higher-level constraints automatically. This work is still experimental, and the paper
should not be taken to imply that the methods presented here are necessarily the best for a
commercial speech synthesis system, but it presents them as an illustration of the problem
rather than of its solution. We are lucky to have such a speech corpus at our disposal, but
replicating it for another language or subculture would require considerable extra work.
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TRANSLATIONS AS A SEMANTIC KNOWLEDGE SOURCE

Helge Dyvik
University of Bergen (Norway)

Abstract

Theories of meaning are sometimes used to throw light on the phenomenon of translation. We
argue that light can fruitfully be thrown in the opposite direction: we can use translations to get a
handle on meaning. More specifically, we will motivate and present a method for the automatic
extraction of wordnet-type information from translational data, and review some results. The
basic insight behind the method is that much information about the semantic relations among the
words in a language resides in the way in which the sets of their possible translations into some
other language overlap. Therefore, if we take the translational relation between two languages as a
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theoretical primitive, languages can serve as each other’s “semantic mirrors”.

Keywords: translation, parallel corpora, wordnets, lexical semantics, thesaurus derivation.

1. Introduction

Students of translation sometimes ask what a study of meanings may teach us about
translation. In this paper I want to reverse the question and ask what a study of
translation may teach us about meanings.

From the perspective of the descriptive linguist, or the developer of language
resources, this question seems at least as reasonable as the first one. After all, meanings
appear to be far more elusive phenomena than translations: we generally feel that we
know more or less what translations are, while answers tend to get much vaguer when
we are asked what meanings are, or how we should distinguish them. The latter
questions require theory-bound reflection, while translation is a practical task.
Translations come about when translators, usually with no theoretical concern in mind,
evaluate the interpretational possibilities of linguistic expressions in specific contexts,
within texts with specific purposes, and then try to recreate the same interpretational
possibilities in a target text serving a comparable purpose in another language. This is a
normal and common kind of linguistic activity in multilingual societies — an activity
which provides an empirical basis for talking about a franslational relation between
languages. Given its basis in the ubiquitous activity of practical translation, the
translational relation emerges as epistemologically prior to more abstract and theory-
bound notions such as ‘meaning’, ‘synonymy’ and ‘inference’. What this suggests is
taking the translational relation between languages as a theoretical primitive — a concept
not to be defined in terms of other concepts, but assumed to be extractable from
translational data by interpretive methods — and then investigate to what extent other
concepts can be defined in its terms. By this move, we may hope to give semantic
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description more of an intersubjective basis. Besides, semantics becomes an essentially
multilingual concern.

Two questions may spring to mind at this point. The first one is: Is translation
really possible? and the second one: Even if it is, how can it tell us more about the
semantics of each language involved than the monolingual approach? The answers, in
my opinion, are: No, in a certain sense translation is impossible, and yes, precisely
because perfect translation is impossible, actual translations can tell us a lot about
semantics. Translation is impossible because meanings and interpretations are not like
soft and pliant substances extractable from one expression in one language and
mouldable without loss or modification into another expression in another language.
Languages, on the contrary, are discrete structures, and meanings are entwined in the
structures themselves. Therefore, during translation, things crack and snap, things
disappear, and things are added, and there is hardly ever a unique correct solution to a
translational task. Instead, actual translations provide a host of alternative
approximations to the unattainable ideal, and this is a potential source of information:
semantic insights may emerge from the way the sets of alternatives are structured.
Semantic studies always depend on paraphrases, or alternative ways of saying the same
thing; translations provide such alternatives from a theoretically untainted source.

There is an increasing interest in exploring the potential of translations to
provide semantic insights, see e.g. Resnik and Yarowsky 1997, Ide 1999a, Ide 19990,
Diab and Resnik 2002, Ide et al. 2002, Tufis and Ion 2003, Tufis et al. 2003, Tufis et al.
2004, Priss and Old 2005. In Tufis et al. 2004 the authors combine the use of parallel
corpora and aligned wordnets from different languages in order to achieve improved
word sense disambiguation. In the following we will also look at the relationship
between parallel corpora and wordnets, but in a different way: Rather than presupposing
them as independent resources — still a rather rare luxury — we will consider to what
extent one could reasonably expect to derive wordnets and similar semantic resources
from parallel corpora consisting of originals aligned with their translations, based on the
general ideas just sketched.

2. Semantic fields and translation

The traditional notion of a ‘semantic field’ stands for a conceptual continuum which is
carved up in a certain way by a subset of the vocabulary in a given language, but which
may be carved up in different ways in other languages or in different historical stages of
the same language. The concept goes back to structuralist studies of lexical semantics
by Jost Trier and others. The meanings of words belonging to the same semantic field
are supposed to be to some extent interdependent, so that, for instance, the meaning
change of a word over time has to be seen in connection with the meaning development
of the words around it in the semantic field. A classical structuralist approach to the
description of word meanings within a field is the use of componential analysis,
expressed by assigning semantic features to the words, capturing their interrelations.
This is closely related to the modern work on ontologies, in which concepts may be
structured in lattices defined by feature inheritance, as in the simple example in Figure
1.
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animal
[anim]
pet feline canine
[anim] [anim] [anim]
[pet] [fel] [can]
cat tige wolf
[anim] [aim] fl;;ﬁm] [anim]
[fel] [fel] [can] [can]
[Peﬂ [t] [pet] [W]

[c] [d]
Figure 1. A simple semantic field.

In Figure 1 the most general concept is animal, whose single intrinsic feature
[anim] is inherited by all the other concepts. One level down pet is a common
hyperonym of cat and dog, which inherit pet’s intrinsic feature [pet] in addition to its
inherited feature [anim], while features inherited from feline and canine similarly
distinguish cats and tigers from dogs and wolves.

The point to note here is that the lattice structure can be read off from the
inclusion and overlap relations among the resulting feature sets: the mother/daughter
relation in the lattice is a subset/superset relation, while all nodes with intersecting
feature sets are dominated by a node carrying the intersection. We should also note in
passing that the intuitive semantic content of each feature is unimportant for the
characterization of the lattice structure; only the distinctness and distribution of the
features matter.

A difference between ontologies and semantic fields is that work on ontologies
typically intends to capture constant, language-independent conceptual structures, while
work on semantic fields typically intends to bring out the variability and language-
specificity of the sets of terms and their interrelations: different languages may carve up
the same field in different ways. Without going into the philosophical question of what
the ‘sameness’ of semantic fields across different languages consists in, we may at least
observe that the corresponding sets of terms in two languages are connected by a
relation of translation. The differences between the ways in which different languages
carve up the ‘same’ field is then reflected in the fact that this translational relation is not
one-to-one; consider the classical example in Figure 2.

German: Hexe | Fee | Elfe |Kobo|d

English: hag ‘ witch | fairy ‘ elf

Figure 2. Different partitionings of the ‘same’ semantic field

In Figure 2, German Hexe corresponds translationally both to 4ag (an old
repulsive woman, with no presupposition of magical powers) and witch (a woman of
any age endowed with magical powers), etc. This does not imply that Hexe is
ambiguous, only that its denotation spans the denotations of two words in the other
language. Ambiguity might be involved, but that would have to be independently

29



The Second Baltic Conference on HUMAN LANGUAGE TECHNOLOGIES, April 4 - 5, 2005

established; the existence of more than one translation is not enough. We may also
observe how the non-transitive translational connections may tie together semantically
distant words in the same semantic field: hag and elf have little to do with each other
semantically, but there is a way, documented by the translational mirror image in
German, of getting from the one to the other by small steps from one word to a
semantically close word.

Analyses of semantic fields by means of features have also been used in a
translational context; one example can be found in an article by one of the pioneers of
translation theory, Eugene A. Nida (1958). Here the perspective is that of the translator
faced with heavily culture-specific semantic fields of which he has scant knowledge.
Hence the question is the traditional one about what a study of meanings may teach us
about translation, rather than the reverse. The task is to find translational
correspondences between a variety of terms for ‘shaman’ in two Mayan languages. The
method, called ‘Componential Plotting’, was to make a table with the terms along one
axis, and all the different functions of a shaman — healing sick, casting spells, etc. —
along the other (Nida 1958:15). Then informants were asked what they would call a
person performing each function, and the correspondences between terms and functions
were plotted in the table. This is a nice example of an empirical semantic investigation,
applied mono-lingually, leading to the assignment of semantic features (denoting
shaman functions) to a set of words across two languages. A network of translational
correspondences between terms in each language could then be established on the basis
of shared features.

In our context this example illustrates the connection between feature sharing
and translational correspondence, but we want to use that connection in order to go in
the other direction — from translational correspondences to semantic features — since we
are taking the translational relation as a primitive. After all, the normal case is that
translation is performed without any previous, theoretically sophisticated analysis like
Componential Plotting, but rather based on the existing cross-cultural competence of
translators. Treating the output of translators as data is therefore not much different
from treating any kind of output from language users as data for linguistic studies.

3. Translationally based representations

In reversing the direction of inference from the ‘shaman’ case to the case of deriving
semantic features from translational data, the basic question becomes: What minimal set
of semantic features, and which distribution of them, would motivate this given network
of translational relations? In order to answer this question we need not consider the
possible semantic interpretation of the features themselves; they are simply
translationally derived formal devices whose distribution among a set of words is the
only thing that matters. We may consider a simple example.

As we saw earlier, the German noun Hexe can be found translated into English
as hag and witch; cf. Figure 3.

hag

Hexe
witch

Figure 3. A simple translational correspondence
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These alternative translations are obviously related to different ‘aspects’, or
related subsenses, of the meaning of Hexe. The two English words indicate one way,
undoubtedly among many, of dividing up the semantic potentiality of Hexe. In fact, we
could conceive of lexical subsenses as corresponding to ordered pairs like <Hexe, hag>
and <Hexe, witch> — or to sets rather than pairs, if we take several languages into
account simultaneously. A translational approach to semantics sees such sets of
translationally corresponding items across languages as the primitives of semantic
descriptions. (This idea is related to the idea behind Martin Kay’s ‘triangulation’
approach to translation.) Pairs like <Hexe, hag> can then be treated as a kind of
semantic features, written [Hexelhag] and assignable to lexical items, both to the items
they were derived from (as in Figure 4), and to others, which may inherit them — a point
to which we will return.

hag
[Hexelhag]
Hexe
[Hexelhag] _
[Hexe|witch] witch

[Hexe|witch]

Figure 4. Assignment of translationally derived features

Intuitively, the features encode subsenses that the lexical items share with each
other. In this way the features become classificatory devices, grouping lexical items
together according to shared semantic properties.

4. The Semantic Mirrors method

4.1. Assumptions

Given a word-aligned parallel corpus, we may extract the set of alternative translations
for each lemma in the corpus. The result is an intricate network of translational
correspondences uniting the vocabularies of the two languages. This network allows us
to treat each language as the ‘semantic mirror’ of the other, based on the ideas sketched
above, in conjunction with the following assumptions:

(1) Semantically closely related words tend to have strongly overlapping sets of
translations.

(2) Words with wide meanings tend to have a higher number of translations
than words with narrow meanings.

(3) Ifaword a is a hyponym of a word b (such as fasty of good, for example),
then the possible translations of a will probably be a subset of the possible
translations of b.

(4) Contrastive ambiguity, i.e., ambiguity between two unrelated senses of a
word, such as the two senses of the English noun band (‘orchestra’ and
‘piece of tape’), tends to be a historically accidental and idiosyncratic
property of individual words. Hence we don't expect to find instances of the
same contrastive ambiguity replicated by other words in the language or by
words in other languages. (More precisely, we should talk about ambiguous
phonological/graphic words here, since such ambiguity is normally analysed
as homonymy and hence as involving two lemmas.)
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(5) Words with unrelated meanings will not share translations into another
language, except in cases where the shared (graphic/phonological) word is
contrastively ambiguous between the two unrelated meanings. By
assumption (4) there should then be at most one such shared word.

4.2. Isolating word senses

The first step in applying the method is to use assumptions (4) and (5) to identify the set
of alternative, mutually unrelated senses of each word.

We will refer to the set of translations in L2 of a word w in L1 as ‘the first #
image’ of w. Taking the first ~~images back in L1 of all the members of w’s first /~-image
gives us a set of intersecting sets of words in L1; this will be referred to as w’s ‘inverse
t-image’. We may then make a third translational move, finding the first #~images in L2
of all the members of the union of w’s inverse ~-image; this gives us a set of intersecting
sets of words in L2, which we will call w’s ‘second z-image’.

We may exemplify sense individuation by means of #-images with a corpus
example taken from The English-Norwegian Parallel Corpus (ENPC), a corpus which
comprises approximately 2.6 million words, originals and translations included. The
corpus contains fiction as well as non-fiction and English originals translated into
Norwegian as well as the other way around (Johansson et al. 1996). The example1 is
based on manual word alignment. Figure 5 shows the contrastively ambiguous
Norwegian noun rett (which can mean, i.a., ‘dish’ and ‘court of law’) with its first and
inverse f-images. Obviously, rett vill be a member of all the sets in its inverse t-image,
but this is not shown in the figure, to keep it reasonably simple. However, it should be
kept in mind, since it means that all the sets that are shown as intersecting in the inverse
t-image actually contain re#t as well in their intersections. This is crucial, given
assumption (5) above, because it means that all the intersections contain at least two
members, which in turn means that the sets are assumed to contain semantically related
words. With only one word in the intersection, the chances are that this word may be
contrastively ambiguous between the senses represented by each set. For example, this
is the case with the first -images of law and food, which only contain rett itself in the
intersection (not shown in the figure). Given that the two t-images are not indirectly
connected by means of intersections with other sets, this leads to the conclusion that rett
is contrastively ambiguous between a law sense and a food sense.

To put it more carefully: The sets in the inverse z-image are divided in groups
based on intersections containing words in addition to rett itself, and each such group is
assumed to correspond to a distinct sense of reft. Mapping these groups back on the first
t-image gives a partitioning of it into sense partitions, indicated by horizontal lines in
Figure 5. Thus we individuate four senses rett/, rett2, rett3 and rett4, each associated
with its own first /~-image.

While the result looks plausible as far as the separation of the food and law
senses is concerned, it also illustrates the inevitable limitations of using a finite corpus:
course really belongs in the food partition, but constitutes its own spurious sense here
because the corpus happens not to contain any translations of course, apart from rett,
shared with any of the other food-related English words.

! The example is taken from Lyse (2003).
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kurs

undervisning
domstolsbehandling fylkesmann
girdsplass hoff palass pla bcgftmne]se o
sak slott ting domstol gird berettigelse rettferdiggjoring

fordring pastand

bestemmelse bestilling
kjennelse klasse kommando
medalje mate orden befaling
ordre pabud pilegg regel
rekkefplge signal sjikt stand
system vedtak forelegg

_..
mulighet tilbud

= =
valgmulighet vei_a_gg )’//_’_,

bytte fode jordbruksprodukt kost kosthold
mattilskudd matvare matvei middag nering

right(N)
entitlement

food
special

fat gryte kar kopp
oppvask servise skil tallerke

Figure 5. The first (on the right) and inverse (on the left) z-images of the noun
rett

4.3. Semantic fields and feature assignment

Once senses are individuated in the manner described in both languages, they can be
grouped into semantic fields. In our translational approach, the semantic fields are
isolated on the basis of overlapping t-images: two senses belong to the same semantic
field if they have intersecting first #-images (after sense individuation one member in the
intersection is sufficient), or if there is a sequence of such intersecting ~-images joining
them.

We treat translational correspondence as a symmetric relation (disregarding the
direction of translation), and as a consequence we get paired semantic fields in the two
languages involved. Each field fl and f2 in such a pair imposes a subset structure on the
other, since all the ~images of the members of fl will be subsets of {2, and vice versa.
By assumptions (1-3) above, rich information about the semantic relations among the
senses can be derived from this subset structure.

Taking the food-related sense of rett (rett4) as a starting point, we can collect
its semantic field by finding all other senses with directly or indirectly intersecting #-
images. This is shown on the left in Figure 6. The corresponding field in English is
shown on the right. Furthermore, the subset structures imposed by the #-images are also
indicated.
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[mat|supper]

Figure 6. Paired semantic fields from Norwegian and English

The fact that a sense is a member of many subsets, i.e., of many zimages,
indicates that it has many translational partners in the other field. By assumption (2)
such senses are expected to have wide meanings as compared to other senses in the
field. As expected, senses such as food5 and matl (‘food’) in Figure 6 constitute such
peaks in the subset structures (although supper2 happens to outrank food5 in the English
field, being a member of an even higher number of subsets). Furthermore, the fact that
two senses are co-members of many subsets means that they share many translations
and hence ought to be closely related semantically.

In this way the subset structures contain rich information about the semantic
relations among the senses, and the next step is to encode this information in feature sets
associated with the senses. The procedure” is to start from the ‘peaks’, i.e., from the pair
of senses that are both translationally related and members of the highest number of
subsets — matl and supper? in the example. A feature is constructed from these two
senses, as also illustrated in Figure 6. The feature is assigned to the two senses matl
and supper2, and is then inherited by ‘lower’ senses, i.e., by all senses ranked lower
than mat! within the first z-image of supper2, and by all senses ranked lower than
supper2 within the first -image of matl. The t-images in question are marked by bold
lines in Figure 6. Then the procedure moves on iteratively to the next highest peaks —
middagl (‘dinner’) and food5 in the example — constructing the feature [middagl|food5]
and assigning it according to the same principles. The final result is feature sets
assigned to all the senses in the two fields. By hypothesis, feature set inclusion now
expresses a hyperonymy/hyponymy relation, e.g. as in the two senses food5 : lunchl:

food5 lunch1
[matl|supper2] [matl|supper2]
[middagl|food5] [middag]1|food5]
[lunsjl|meall]
[lunchl]

? The procedure is described in more detail in Dyvik 1998:80ff.
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The full set of senses in a field is thus partially ordered by set inclusion. We can
construct an upper semilattice from this set, allowing us to compare the distances
between all the senses in the field. An upper semilattice is a partially ordered set in
which each pair of elements has a least upper bound. Applied to our case this means that
for each pair of feature sets, either one set includes the other or there is a third feature
set consisting of the intersection of the two sets. By adding elements with such
intersections whenever they don’t exist already, we construct an upper semilattice from
a semantic field. Intuitively, the added elements are ‘virtual hyperonyms’ of the
intersecting elements — potential senses that happen not to be lexicalized in the language
(or at least not to occur in the corpus). We label the added elements as indexed X’es.
Thus, given two intersecting sets such as the sets for busy2 and alive? in Figure 7, we
construct the node X7 carrying the intersection of the feature sets:

X1
[full5lbright2]
[livlig1Ibrisk2]

busy2 alive2
[full5lbright2] [full5lbright2]
[effektiv2lexcellent]] [levende3lfresh3]
[livliglibrisk2] [livliglibrisk2]
[opptattlibusy2] [alive2]

Figure 7. Adding X-nodes to construct a semilattice.

Figure 8 shows a small part of a semilattice for adjectives, based on manual word
alignment of the ENPC, in which the adjective brilliant unites senses related to
cleverness and radiance.

x34[bril !’igntZI flinkl] lel[briy&lt}! stralendel]
X150 [def 11 X465 x218 ’ %36 X153 radiontil X733 X752 X364 %361/ x130)
brilliant3 [x233 %466 X776, ‘x39 T«pl %590 (x559 warmd) x137| %128 x133
smar 1] c'l.ev-e'rl x781] [gi fLedZ [Lalentedl [adeptl]  [neat2| x774 br’igm; x127| [excel lent1 [x558| x131| [sparkling
efficientl ablel fontasticl E beoucliful; ;;60 sp;d;d; - ‘sr:i

gloriousl magni ficentl

Figure 8. Part of a semilattice for adjectives
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4.4. Deriving thesaurus entries

The feature lattices contain some of the information represented in thesaurus entries,
and we may derive rudimentary thesaurus-like entries from them. Derivation of a
thesaurus entry for a sense s involves collecting senses that are sufficiently related to s
from the semilattice, and sort them into hyperonyms, hyponyms and synonyms of s.
Basically, a related sense of s is a sense sharing features (and hence translations) with s.
A hyperonym of s is then a sense /# from which s has inherited a feature, provided that
the number of senses having inherited this feature exceeds a certain threshold (called
SynsetLimit); the latter provision ensures that hyperonyms have sufficiently wide
meanings. Hyponyms of s are, conversely, senses which have inherited an inherent
feature of s, with the same provision about the number of heirs. Synonyms and ‘related
words’ are also identified on the basis of certain kinds of feature sharing.

Furthermore the sense s can be divided into mutually related subsenses. Each
feature assigned to s potentially represents a distinct subsense; whether two features f7
and f2 should be considered as belonging to the same subsense or not, can be
determined on the basis of the sets of senses to which f7 and f2 are assigned. If the
intersection of these sets of senses exceeds a certain theshold (called
OverlapThreshold), the features are not considered as representing distinct subsenses.

For example, with a certain setting of the thresholds the following entry is
derived for one sense of the adjective brilliant:

brilliant

Hyperonyms: bright«1>.

Subsense (i)

(Translation: skarp, flink. )

Synonyms: able, adept, clever, deft1», efficient«1», fierce, gifted«2>, neat«2), smart«1», talented«1>.
Related words: burning«1>, harsh«1>, hotc1>, keenc1», piercing«2>, sharp«ly, shrillk1y, spiny«1>,
stark<1», steep«1y, stinging«1>.

Subsense (ii)

(Translation: fantastisk, stralende. )

Synonyms: amazing«1>, enormous<1>, exceptional, extraordinary<1>, fantastic, glorious<1»,
magnificent«1>, marvellous, remarkable<1>, spectacular«1>, splendid«1>, startling<1>, surprising«1»,
unusuak1y.

Increasing the OverlapThreshold leads to a splitting up of Subsense (i) in two
subsenses, separating the ‘hot” and ‘sharp’ aspect of the sense from the ‘clever’ and
‘efficient’ aspect:

brilliant

Hyperonyms: bright«1>.

Subsense (i)

(Translation: flink. )

Synonyms: able, adept, clever, deft1», efficient«1>, gifted«2>, neat«2», smart«1», talented«1>.
Subsense (ii)

(Translation: fantastisk. )

Synonyms: amazing«1>, enormous<1>, exceptional, extraordinary<1>, fantastic, glorious<1»,
magnificent«1>, marvellous, remarkable<1>, spectacular«1>, splendid«1>, startling<1>, surprising<1»,
unusuak1y.

Subsense (iii)

(Translation: skarp. )

Synonyms: fierce.

Related words: burning«1>, clever, harsh«1>, hot«1>, keenc1>, piercing«2>, sharp<1y, shrill<1,
smartc1y, spiny«D, stark«1y, steep«1y, stinging«1».
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5. Empirical findings

The Semantic Mirrors method has been explored in a project involving automatic word
alignment’ of the ENPC and comparison of results from manually aligned and
automatically aligned data, comparison of the output of our method with existing
resources such as the Princeton Wordnet and Merriam-Webster’s Thesaurus®, and
testing of the method as a basis for word sense disambiguation’ (presently only with
preliminary results). We may briefly summarize some of our findings so far as follows:

*  The method is vulnerable to the increased noise introduced by automatic word
alignment: precision and recall in the thesaurus output from automatically
aligned data as compared with the output from manually aligned data seems to
be lower than the precision and recall of the automatic word alignment itself as
compared with manual word alignment.

* Itis hard to find a suitable gold standard for the evaluation of the thesaurus
output. When using Merriam-Webster’s Thesaurus or Princeton Wordnet as
gold standards for the sets of semantically related words associated with the
thesaurus entries, precision and recall is low, but not very much worse than the
results obtained when we compare the established resources Merriam-Webster
and Princeton Wordnet with each other.

*  There is a distinct difference between different parts of speech: the method
gives better results for adjectives than for nouns and verbs, and abstract nouns
give better results than concrete nouns. With concrete nouns very few
hyperonym/hyponym-relations are discovered, probably because translational
relations between hyperonyms and hyponyms are more rare with concrete
nouns than with, e.g. adjectives: translating dog with a word meaning ‘animal’
doesn't happen as often as translating fasty with a word meaning ‘good’, for
example. Besides, adjectives, typically denoting single properties, tend to form
tighter groups of closely related members than nouns, which typically denote
clusters of properties; this may explain why adjectives tend to have more
alternative translations than nouns.

In sum, if high-quality translational data can be provided, the method clearly
seems to provide some useful results.
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SPONTANEOUS SPEECH RECOGNITION AND
SUMMARIZATION

Sadaoki Furui
Tokyo Institute of Technology (Japan)

Abstract

This paper overviews recent progress in the development of corpus-based spontaneous speech
recognition technology focusing on various achievements of a Japanese 5-year national project
“Spontaneous Speech: Corpus and Processing Technology”. Although speech is in almost any
situation spontaneous, recognition of spontaneous speech is an area which has only recently
emerged in the field of automatic speech recognition. Broadening the application of speech
recognition depends crucially on raising recognition performance for spontaneous speech. For
this purpose, it is necessary to build large spontaneous speech corpora for constructing acoustic
and language models. Because of various spontaneous-speech specific phenomena, recognition
of spontaneous speech requires various new techniques. These new techniques include flexible
acoustic modeling, sentence boundary detection, pronunciation modeling, acoustic as well as
language model adaptation, and automatic summarization. Particularly automatic
summarization including indexing, a process which extracts important and reliable parts of the
automatic transcription, is expected to play an important role in building various speech archives,
speech-based information retrieval systems, and human-computer dialogue systems.

Keywords: spontaneous speech, corpus, recognition, model adaptation, summarization

1. Introduction

Read speech and similar types of speech, e.g. news broadcasts reading a text, can be
recognized with accuracy higher than 95%, using the state-of-the-art speech recognition
technology. However, recognition accuracy drastically decreases for spontaneous
speech (Furui, 2003a; Furui, 2003b). One of the major reasons for this decrease is that
acoustic and language models used up until now have generally been built using written
language or speech read from a text. Spontaneous speech and speech from written
language are very different, both acoustically and linguistically. Spontaneous speech
includes filled pauses, repairs, hesitations, repetitions, partial words, and disfluencies.
It is quite interesting to note that, although speech is almost always spontaneous,
spontaneous speech recognition is a special area that emerged only about 10 years ago
within the wider field of automatic sneech recoenition (e.e. Shinozaki et al.. 2001:
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Sankar et al., 2002; Gauvain and Lamel; 2003; Evermann et al., 2004; Schwartz et al.,
2004). Broadening the application of speech recognition depends crucially on raising
the recognition performance for spontaneous speech.

In order to increase recognition performance for spontaneous speech, it is
necessary to build acoustic and language models for spontaneous speech. Current
methods applying statistical language modeling such as bigrams and trigrams of words
or morphemes to spontaneous speech corpus may prove to be inadequate. Our
knowledge of the structure of spontaneous speech is currently insufficient to achieve the
necessary breakthroughs. Although spontaneous speech effects are quite common in
human communication and may increase in human machine discourse as people become
more comfortable conversing with machines, modeling of speech disfluencies is only in
the initial stage. Since spontaneous speech includes various redundant expressions,
recognition of spontaneous speech will require a paradigm shift from simply
recognizing speech, where transcribing the spoken words is the primary focus, to
understanding where underlying messages of the speaker are extracted.

2. Categories of speech recognition tasks

Speech recognition tasks can be classified into four categories, as shown in Table 1,
according to two criteria: whether it is targeting utterances from human to human or
human to computer, and whether the utterances have a dialogue or monologue style
(Furui, 2003b). The table lists typical tasks for each category.

Table 1. Categorization of speech recognition tasks

Dialogue Monologue
(Category I) (Category 1)
Human to Switchboard, Broadcast news (Hub 4),
human Call Home (Hub 5), other programs, lecture,
meeting, interview presentation, voice mail
(Category III) (Category IV)
Human to ATIS, Communicator, Dictation
machine information retrieval,
reservation

Category | targets human-to-human dialogues and includes DARPA-sponsored
Switchboard and Call Home (Hub 5) tasks. Speech recognition research in this
category aiming to make minutes of meetings (e.g. Janin et al., 2004) has recently
started. =~ Waibel et al. have been investigating a meeting browser that observes and
tracks meetings for later review and summarization (Waibel and Rogina, 2003). Akita
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et al. have investigated techniques for archiving discussions (Akita et al., 2003). In
their method, speakers are automatically indexed in an unsupervised way, and speech
recognition is performed using the results of indexing. Processing human-human
conversational speech under unpredictable recording conditions and vocabularies
presents new challenges for spoken language processing.

A relatively new task classified into this category is the MALACH (Multilingual
Access to Large spoken ArCHives) project (Oard, 2004). Its goal is to advance the
state-of-the-art technology for access to large multilingual collections of spontaneous
conversational speech by exploiting an unmatched collection assembled by the
Survivors of the Shoah Visual History Foundation (VHF). This collection is indeed a
challenging task because of heavily accented, emotional and elderly spontaneous
characteristics. Named entity tagging, topic segmentation, and unsupervised topic
classification are also being investigated.

Tasks belonging to Category II, which targets recognizing human-to-human
monologues, include transcription of broadcast news (Hub 4), news programs, lectures,
presentations, and voice mails (e.g. Hirschberg et al., 2001). Speech recognition
research in this category has recently become very active. Since the utterances in the
Category Il are made with the expectation that the audience can correctly understand
what is spoken in the one-way communication, they are relatively easier to recognize
than the utterances in Category I. If high recognition performance is achieved, a
wide range of applications, such as making lecture notes, records of presentations and
closed captions, archiving and retrieving these records, and retrieving voice mails, will
be realized.

Most of the practical application systems widely used now are classified as
Category III, recognizing the utterances in human-computer dialogues, such as in airline
information services tasks. = DARPA-sponsored projects including ATIS and
Communicator have laid the foundations of these systems. Unlike other categories, the
systems in the Category III are usually designed and developed after clearly defining the
application/task. The machines that we have attempted to design so far are, almost
without exception, limited to the simple task of converting a speech signal into a word
sequence and then determining, from the word sequence, a meaning that is
“understandable”. Here, the set of understandable messages is finite in number, each
being associated with a particular action (e. g., route a call to a proper destination or
issue a buy order for a particular stock). In this limited sense of speech
communication, the focus is detection and recognition rather than inference and
generation.

Various research has made clear that the utterances spoken by people talking to
computers, such as those in Categories III and IV, especially when the speaker is
conscious, are acoustically as well as linguistically very different from those spoken to
other people, such as those in Categories I and II. One of the typical tasks belonging
to Category IV, which targets the recognition of monologues performed when people
are talking to a computer, is dictation. Various commercial software for such purposes
have been developed. Since the utterances in Category IV are made with the
expectation that the utterances will be converted exactly into texts with correct
characters, their spontaneity is much lower that that in Category III. In the four
categories, spontaneity is considered to be the highest in Category I and the lowest in
Categorv IV.
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3. Spontaneous speech corpora

3.1. Issues of corpus construction

The appetite of today’s statistical speech processing techniques for training material are
well described by the aphorism: “There’s no data like more data.” Large structured
collections of speech and text are essential for progress in speech recognition research.
Unlike the traditional approach, in which knowledge of speech behavior is “discovered”
and “documented“ by human experts, statistical methods provide an automatic
procedure to directly “learn” regularities in the speech data. The need for a large set of
good training data is, thus, more critical than ever. However, establishing a good
speech database for the computer to uncover the characteristics of the signal is not a
straightforward process. There are basically two broad issues to be carefully
considered: one being the content and its annotation, and the other the collecting
mechanism.

The recorded data needs to be verified, labeled, and annotated by people whose
knowledge is introduced into the design of the system through its learning process (i.e.
via supervised training of the system after the data has been labeled). Labeling and
annotation for spontaneous speech can easily become unmanageable. For example: how
do we annotate speech repairs and partial words? how do the phonetic transcribers reach
a consensus in acoustic-phonetic labels when there is ambiguity? and how do we
represent a semantic notion? Errors in labeling and annotation will result in system
performance degradation. How to ensure the quality of the annotated results is thus a
major concern. Research limited only to automating or creating tools to assist the
verification procedure is in itself an interesting subject.

3.2. Corpus of Spontaneous Japanese (CSJ)

In the above-mentioned context, a 5-year Science and Technology Agency Priority
Program entitled “Spontaneous Speech: Corpus and Processing Technology” was
conducted in Japan from 1999 to 2004 (Furui, 2003a), and a large-scale spontaneous
speech corpus, Corpus of Spontaneous Japanese (CSJ), consisting of roughly 7M words
with a total speech length of 650 hours was built (Maekawa, 2003; Maekawa et al.,
2004).

Mainly recorded are monologues such as academic presentations (AP) and
extemporaneous presentations (EP). AP is live recordings of academic presentations
in nine different academic societies covering the fields of engineering, social science
and humanities. EP is studio recording of paid layman speakers’ speech on everyday
topics like “the most delightful memory of my life” presented in front of a small
audience and in a relatively relaxed atmosphere. The age and gender of EP speakers
are more balanced than that of AP speakers. The CSJ also includes some dialogue
speech for the purpose of comparison with monologue speech. The recordings were
manually given orthographic and phonetic transcription. Spontaneous speech-specific
phenomena, such as filled pauses, word fragments, reduced articulation and
mispronunciation, as well as non-speech events like laughter and coughing were also
carefullv tageed.
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One-tenth of the utterances, hereafter referred to as the Core, were tagged
manually and used for training a morphological analysis and part-of-speech (POS)
tagging program (Uchimoto et al., 2003) for automatically analyzing all of the 650-hour
utterances (see Fig. 1). The Core consists of 70 APs, 107 EPs, 18 dialogues and 6 read
speech files. They were also tagged with para-linguistic/intonation information,
dependency-structure, discourse structure, and summarization. For intonation labeling
of spontaneous speech, the traditional J ToBI (Venditti, 1997) was extended to
X JToBI (Maekawa et al., 2002), in which inventories of tonal events as well as break
indices were considerably enriched.

Data collection Giving various information
Recording at Prosody labeling Segmental labeling
technical conferences (manual) (manual)
Recording at * /
N snl:l(;lilatetlt talkserl Manual
ecording at genel s mOTphological
lecture meeting Core analysis
(500k words)
Speech file with Corpus of
noise description Spontaneous Japanese Automatic
(CsJ) @ morphological
i analysis
Sentence (M vor)
segmentation by
pauses

Transcribing text |’
(text and reading)

Transcription

XML Data flow at work
4_ Giving information
for research

Fig. 1. CSJ corpus construction

4. Progress made in spontaneous speech recognition using the CSJ

4.1. Effectiveness of the CSJ

By constructing acoustic and language models using the CSJ, recognition errors for
spontaneous presentation were reduced to roughly half compared to models constructed
using read speech and written text (Furui, 2003a; Shinozaki et al., 2001). Increasing
the size of training data for acoustic and language models has significantly decreased
the recognition error rate (WER: word error rate), and the best WER of 25.3% was
obtained when the whole training data set (510 hours, 6.84M words) was used (Ichiba et
al.,2004; Furui et al., 2005). When the acoustic model was constructed using the
whole training data set and the language model training data size was increased from
1/8 (0.86M words) to 8/8 (6.84M words), the WER, the perplexity and the OOV were
relatively reduced by 17%, 19%, and 62%, respectively. On the other hand, when the
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language model was made using the whole training data set (6.84M words) and the
acoustic model training data was increased from 1/8 (68 hours) to 8/8 (510 hours), the
WER was reduced by 6.3%. The WER was almost saturated by using the whole data
set.

4.2. Pronunciation variation

In spontaneous speech, pronunciation variation is so diverse that multiple surface form
entities are needed for many lexical items. Kawahara et al. (Kawahara et al., 2004)
have found that statistical modeling of pronunciation variations integrated with
language modeling is effective in suppressing false matching of less frequent entries.
They have adopted a trigram model of word-pronunciation entries. Since both
orthographic and phonetic transcriptions of the CSJ were made manually for each unit
of utterance (sentence), word-based automatic alignment between them was performed
to obtain the pronunciation entries for each word. This was incorporated as a
post-processor of the morphological analyzer. Heuristic thresholding was applied to
eliminate erroneous patterns, in which pronunciation entries whose occurrence
probability in each lexical item is lower than a threshold were eliminated. As a result,
30,820 word-pronunciation entries (24,437 distinct words) were obtained, on which a
trigram model was trained. Experimental results show that the word-pronunciation
trigram model is more effective than simply adding the pronunciation probability in the
decoding process.

4.3. Sentence boundary detection

Another difficulty of spontaneous speech recognition is that generally no explicit
sentence boundary is given. Therefore, it is impossible to recognize spontaneous
speech sentence by sentence. Kawahara et al. developed a decoder in which no
sentence boundaries are required (Kawahara et al., 2001). The decoder can handle
very long speech with no prior sentence segmentation. Experimental results show that
the new decoder performed better than the previous version using sentence boundaries.
Based on transcription results and pause lengths, sentence boundaries are automatically
determined and punctuation marks are given. Specifically, a linguistic likelihood ratio
between a model including sentence boundary and a model without boundary is
compared with a threshold and then a decision is made.

4.4. Acoustic model adaptation

Word accuracy varies largely from speaker to speaker. There exist many factors that
affect the accuracy of spontaneous speech recognition. They include individual voice
characteristics, speaking manners, styles of language (grammar), vocabularies, topics,
and noise, such as coughs. Even if utterances are recorded using the same
close-talking microphones, acoustic conditions still vary according to the recording
environment. A batch-type unsupervised adaptation method has been incorporated to
cope with speech variation in the CSJ utterances (Shinozaki et al., 2001). The MLLR
method using a binary regression class tree to transform Gaussian mean vectors was
employed. The regression class tree was made using a centroid-splitting algorithm.
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The actual classes used for transformation were determined at run time according to the
amount of data assigned to each class. By applying the adaptation, the error rate was
reduced by 15% relative to the speaker independent condition.

4.5. Language model adaptation

Lussier et al. investigated combinations of unsupervised language model adaptation
methods for CSJ utterances (Lussier et al., 2004). Data sparsity is a common problem
shared by all speech recognition tasks but it is especially acute in the case of
spontaneous speech recognition. The method proposed combines information from
two readily available sources, clusters of presentations from the training corpus and the
transcription hypothesis, to create word-class n-gram models that are then interpolated
with a general language model. The interpolation coefficient is estimated based on
EM algorithm using a development set. Since this method performs in an offline
manner using whole recognition results to suppress influences of local recognition
errors, it is more robust against recognition errors than online adaptation methods.
Experimental results show that a relative reduction in word error rate of 5-10% is
obtained on the CS1J test sets.

4.6. Massively Parallel Decoder-based recognition

Shinozaki et al. have proposed using a combination of cluster-based language models
and acoustic models in the framework of a Massively Parallel Decoder (MPD) to cope
with the problem of acoustic as well as linguistic variations of presentation utterances
(Shinozaki and Furui, 2004). MPD is a parallel decoder that has a large number of
decoding units, in which each unit is assigned to each combination of element models.
Likelihood values produced by all the decoding units are compared, and the hypothesis
having the largest likelihood is selected as the recognition result. The system runs
efficiently on a parallel computer, and thus the turnaround time is comparable to the
conventional decoder using a single model and processor. In experiments conducted
using presentation speeches from the CSJ, two types of cluster models have been
investigated: presentation-based cluster models and utterance-based cluster models. It
has been confirmed that utterance-based cluster models give significantly lower
recognition error rate than presentation-based cluster models in both language and
acoustic modeling. It has also been shown that roughly 100 decoding units are
sufficient in terms of recognition rate; and, in the best setting, 12% reduction in word
error rate was obtained in comparison with the conventional decoder.

5. Spontaneous speech summarization

Spontaneous speech is ill-formed and very different from written text. Spontaneous
speech usually includes redundant information such as disfluencies, fillers, repetitions,
repairs and word fragments. In addition, irrelevant information caused by recognition
errors is usually inevitably included when spontaneous speech is transcribed.
Therefore, an approach in which all words are simply transcribed is not an effective one
for spontancous speech. Instead, speech summarization which extracts important
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information and removes redundant and incorrect information is ideal for recognizing
spontaneous speech. Speech summarization is also expected to reduce time needed for
reviewing speech documents and improve the efficiency of document retrieval.

Speech summarization has a number of significant challenges that distinguish it
from general text summarization. Applying text-based technologies (Mani and
Maybury, 1999) to speech is not always workable and often they are not equipped to
capture speech specific phenomena (Kolluru et al, 2003; Christensen et al., 2003).
One fundamental problem with the speech summarization is that they contain speech
recognition errors and disfluencies. We have proposed a two-stage summarization
method consisting of important sentence extraction and word-based sentence
compaction, as shown in Fig. 2 (Hori and Furui, 2003; Hori et al., 2003; Kikuchi et al.,
2003). After removing all the fillers based on speech recognition results, a set of
relatively important sentences is extracted, and sentence compaction is applied to the set
of extracted sentences. The ratio of sentence extraction and compaction is controlled
according to a summarization ratio initially determined by the user. Sentence and
word units are extracted from the speech recognition results and concatenated for
producing summaries so that they maximize the weighted sum of linguistic likelihood,
amount of information, confidence measure, and grammatical likelihood of
concatenated units. The proposed method has been applied to summarization of
broadcast news utterances as well as unrestricted-domain spontaneous presentations and
has been evaluated by objective and subjective measures. It has been confirmed that
the proposed method is effective in both English and Japanese speech summarization.

Spontaneous speech
Acoustic model .
Speech recognition
CSJ corpus
iti ‘Word posterior’
Language model E.;‘iﬁ%smt“’“ ( probl:i)sility )
Summarization
Sentence
(Word frequency) extraction
Large-scale
text corpus
Summarization Sentence
Summary language model compaction
corpus
Summary
Manually parsed Word dependency 0 %(:ll-t‘iz
corpus babili O
al: LR « Captions

« Indexes

Fig. 2. A two-stage automatic speech summarization system

Speech summarization technology can be applied to any kind of speech
document and is expected to play an important role in building various speech archives
including broadcast news, lectures, presentations, and interviews. Summarization and
auestion answering (OA) nerform similar tasks. in that thev hoth man an abundance of
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information to a (much) smaller piece which is then presented to the user. Therefore,
speech summarization research will help the advancement of QA systems using speech
documents. By condensing important points of long presentations and lectures and
presenting them in a summary speech, the system can provide the listener with a
valuable means for absorbing more information in a much shorter time.

6. Conclusions and future research

Since speech is the most natural and effective method of communication between
human beings, various important speech documents, including lectures, presentations,
meeting records and broadcast news, are produced everyday. However, it is not easy
to quickly review, retrieve, selectively disseminate, and reuse these speech documents,
if they are simply recorded as audio signal. Therefore, automatically transcribing
speech using speech recognition technology is a crucial aspect of creating knowledge
resources from speech.

Speech recognition technology is expected to be applicable not only to indexing
of speech data (lectures, broadcast news, etc.) for information extraction and retrieval,
but also to closed captioning and aids for the handicapped. Broadening these
applications depends crucially on raising the recognition performance of spontaneous
speech.  Various spontancous speech corpora and processing technologies have
recently been created under several recent projects. However, how to incorporate
filled pauses, repairs, hesitations, repetitions, partial words, and disfluencies still poses a
big challenge in spontaneous speech recognition.

The large-scale spontaneous speech corpus, CSJ (Corpus of Spontaneous
Japanese) will be stored with XML format in a large-scale database system developed
by the COE (Center of Excellence) program “Framework for Systematization and
Application of Large-scale Knowledge Resources” at Tokyo Institute of Technology so
that the general population can easily access and use it for research purposes (Furui,
2004). Since the recognition accuracy for spontaneous speech is still rather low, the
collection of the corpus will be continued in the COE program in order to increase
coverage of variations in spontaneous speech.

Spectral analysis using various styles of utterances in the CSJ shows that the
spectral distribution/difference of phonemes is significantly reduced in spontaneous
speech compared to read speech (Furui et al., 2005). This is considered as one of the
reasons for the difficulty of spontaneous speech recognition. It has also been observed
that speaking rates of both vowels and consonants in spontaneous speech are
significantly faster than those in read speech. In our previous experiment for
recognizing spontaneous presentations, it was found that speaking rate was variable
even within a sentence and therefore it was effective to model local speaking rate
variation using stochastic models such as dynamic Bayesian networks (Shinozaki and
Furui, 2003).

Although it is quite obvious that human beings effectively use prosodic features
in speech recognition, how to use them in automatic speech recognition is still difficult.
This is mainly because prosodic features are difficult to extract automatically and
correctly from speech signal and difficult to model due to their dynamic natures. This
is especiallv true for spontaneous speech.
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This paper has focused on corpus-based spontaneous speech recognition issues
mainly from the viewpoint of human-to-human monologue speech processing (Category
II). Most of the issues discussed in this paper, however, are expected to be applicable
to another important category, human-computer dialogue interaction (Category III).
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CHALLENGES FOR ADAPTIVE CONVERSATIONAL AGENTS
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Abstract

State-of-the-art dialogue technology has reached a level that allows its use in commercial
applications, enabling users to have short conversations with the system to search for information.
However, the unique requirements that arise from the combination of system knowledge
representation, interaction management, and interface design have to be addressed as part of the
system development process. Especially, challenges that concern adaptation, multimodality,
cooperation and social interaction of intelligent agents with human users need to be examined
further. In this paper I will discuss these challenges, and consider the prospects for future dialogue
systems that will offer natural, intuitive and rich conversational possibilities.

Keywords: adaptation, dialogue systems management, conversational agents, human-computer
interaction, natural language, user interfaces, mobile systems

1. Introduction

Computers have become such an essential part of our daily environment that it is
difficult to avoid dealing with them in one way or another: we readily use cash
machines, library catalogues, electronic banking facilities, information providing
systems, assisting translation systems, emails, web browsers, etc. Speech interface has
also provided a new range of applications for people and situations where typing or
mousing is cumbersome or not possible at all: car navigation, telephone services, home
appliances, as well as computer services for people with special needs. Other interaction
techniques have also been developed so as to allow interaction by pointing and touching
and boosting possibilities for enhanced multimodal interaction. Consequently, the
notions of adaptivity, agenthood, and cooperation have surfaced as important issues to
be addressed to when building interactive systems that take various users into account.
Given the more complex environment in which we have to interact with various
automatic services, it has become obvious that adaptation and rich interaction
capabilities are not required only from human users but from the systems as well.

As I have already argued (Jokinen 2000), some of the main issues in the attempts
to build intelligent dialogue systems concern knowledge acquisition and social
cooperative interaction: the system should be able to learn through interaction and build
internal knowledge of how to reach one’s goals. In this paper I will discuss challenges
for building spoken dialogue systems which use natural language and aim at flexible
interaction capabilities, adaptation and knowledge management. I use the term ‘dialogue
system’ to refer to an interactive system that maintains special models for representing

51



The Second Baltic Conference on HUMAN LANGUAGE TECHNOLOGIES, April 4 - 5, 2005

information and uses the representations to process information at different abstract
levels of meaningful knowledge. On the other hand, speech interfaces are a part of a
software component that allows the user to issue commands to the system by using
speech, and also allows the system to give its responses in speech, but it does not
produce abstract concepts in order to support meaning analysis of the user utterances.

The starting point for my discussion is the change in the metaphor used to
describe the user’s interaction with the system. While the computer has been regarded
as a tool, the complexity of the applications and tasks that dialogue systems are
employed for has contributed to the emergence of a new view of the computer as an
agent which is capable of mediating between the user and the complex application (see
discussion e.g. in Jokinen, Raike 2003). This view brings with it various challenges
which I will be discussing in Section 2.

The view of the computer as an agent also calls attention to the system’s
adaptation capabilities. Adaptation has been especially considered in hypermedia
research where the user can navigate and search for information. For instance,
Brusilovsky and Maybury (2002) describe three major adaptation technologies in these
applications: (1) adaptive content selection, (2) adaptive navigation support, and
(3) adaptive presentation. In spoken dialogue systems, adaptation has mainly concerned
dialogue strategies that allow flexible interaction with the user (Litman, Pan 1999; Chu-
Carrol, Nickerson 2000). From early on, research has focused on the user’s beliefs and
knowledge so as to help the system to provide information that would be appropriate to
the user’s level of expertise (Chin 1989). In Section 3, I will discuss various issues
related to adaptation and its desirability.

Finally, communication does not only include verbal but non-verbal aspects as
well. Besides speech, the systems should also pay attention to gestures and expressions,
i.e. dialogue systems should support multimodal interaction. In Section 4, challenges
related to multimodal interaction will be discussed.

2. Dialogue management, learning and knowledge sources

The computer-as-an-agent-metaphor presupposes that the system can maintain
conversation and produce intelligent and relevant responses. The system thus needs to
understand spoken language, not only simple speech commands but utterances which
can be long, fragmental, and contain hesitations, false starts, repetitions and other
deviations from the written standards. Moreover, the system must convince the user that
the system responses are reliable in their content and communicatively adequate, i.e. the
system is a trustworthy partner which provides true information. Attention should thus
be paid to suitable presentation techniques: system responses should be clear and simple
and also show understanding of different knowledge and skill levels of the users.

All these issues pose considerable challenges for dialogue management. The
current technology allows us to build dialogue systems which interact with the users
fairly robustly albeit in a fixed way, and different dialogue management techniques can
be distinguished (Jokinen 2003; cf. also McTear 2004). The simplest one is scripted
dialogue management which defines appropriate actions at each dialogue point with the
help of predefined scripts. However, the technique does not distinguish dialogue
structure from domain knowledge, and thus each dialogue state and each possible
ordering of the dialogue acts must be explicitly defined in the script. Although fairly
sophisticated dialogues can be produced, the approach becomes untenable, if more
complex dialogues are to be modelled than basic question-answering on limited
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domains. A more flexible approach is possible by using forms or frames which define
information needed to complete the underlying task. The form-based dialogue
management is suitable for tasks where actions can be executed in various orders and
the dialogue be driven by the information needed. The form also provides a dialogue
context in which the actions can be interpreted and planned so as to allow more varied
utterances. Finally, conversational dialogue management aims at improving computer
interaction by taking into account human conversational capabilities and by building
models for their computational treatment. Previous research has focused especially on
Al-based modelling of the speaker’s intentions, topic tracking, response planning,
cooperation, errors and misunderstandings. This approach also calls for advancement in
computational techniques, and various machine-learning techniques have been applied
to conversational phenomena.

Besides the model that comprises communicative principles and rules for taking
turns with the user, a dialogue system also includes models for the system’s knowledge
of the world and the application. The world model is usually built according to what is
important for the application, and the system’s reasoning is tailored to simple inferences
in the application domain. This of course limits the system’s portability to other
domains as well as adaptation to different user preferences and knowledge levels. There
is thus a need for extending the system’s knowledge so that domain ontology and
information from real-size databases could be maximally exploited in the interaction
management. To do this, it is necessary to equip the system with a wider knowledge
about the world, with effective means to learn more, and to reason about the
information.

A Dbetter understanding of how coordination and cooperation work in
conversations is also necessary. The principles of Ideal Cooperation (see e.g. Allwood
1976; Allwood et al. 2000) describe how rationality, the agents’ coordinated actions and
mutual trust underlie successful communication. The knowledge comprises factual
information about the activity and tasks, roles and attitudinal information about the
partners as well as rules for reasoning and ethical consideration that guide the agent’s
decision making. It also presupposes that the communicative competence is embodied
in a partner that the agent is interacting with. Transferred into human-computer
interaction, this paves way to the research area that deals with animated virtual agents.
Although it is highly controversial whether a natural partner can be realised through an
animated interaction agent on the screen, the funny little creatures seem real enough to
give an interactive system a more natural flavour than interfaces which simply use a
screen, mouse and keyboard.

It should be emphasised that the mere use of spoken language implies human-
like conversational capabilities and strengthens the computer-as-an-agent metaphor.
However, we need to be careful when assigning qualities like “naturalness” to various
means and modes through which interaction takes place. For instance, keyboard and
mouse are the most natural means to interact with computers, whereas speech/signs are
the most natural media for humans communicate with each other. Theoretical
considerations of interaction are necessary in order to train models and construct
systems that exhibit sophisticated conversational capabilities, but also experiments with
the existing systems are needed. The users acquainted with certain existing ways of
interaction become “biased” as to what is natural, and it is not conspicuous what kind of
interaction techniques will be developed further into more natural ones and how popular
will their reception be. In fact, it is not impossible that the “unnatural” ways of today’s
interaction will be natural tomorrow.
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From the view-point of learning interaction strategies, the useful patterns are
learnt via experience. Communicative and strategic knowledge does not only result
from the agent’s engagement in situations where knowledge simply accumulates
through positive feedback. Rather, the lack of success of one’s communicative action
also provides feedback of how to modify one’s behaviour and strategic knowledge to
manage other similar situations. Negative situations range from slight
misunderstandings to total failure of cooperation, and their impact is of course relative
to the importance of smooth communication in the given situation and may also depend
on the cultural context (e.g. whether clarification questions are encouraged and whether
the partners share the same principles for polite and accurate communication). Learning
by giving positive and negative feedback can be modelled by reinforcement learning
(Barto, Sutton 1993), which has been applied to dialogue management to learn initiative
strategies (Litman et al. 2000; Walker 2000; Scheffler, Young 2002), and also explored
in building adaptive speech interfaces and user models (Jokinen et al. 2002b).

3. Adaptation

The problem in adaptive interfaces seems to be the notion of adaptivity itself: adaptation
involves learning, learning involves interaction, and interaction changes the knowledge
through which adaptation takes place. The first question in adaptation is thus when to
adapt and what to adapt to. Since the complex nature and limited models of adaptation,
the design and implementation of adaptive interfaces in HCI has mainly focussed on
clear and transparent interaction where the users, possessing the full capability of
human adaptation, can easily adapt themselves to the system and the usage situation. As
the users learn how to operate a particular system, they become accustomed to the
interface and may find any changes in the interface distracting. The task that the system
is meant to assist with is often simple in that it does not require interactive capabilities
on the system side — the user is in full control of how to proceed with the task and the
computer functions as an assisting tool.

However, a common problem in interactive systems is that the system's
knowledge of the user and the task is restricted: this undervalues the user's versatile
competence which varies depending on the task at hand. The notion of adaptivity thus
becomes important when discussing interactive systems that take various users into
account. In practical systems, especially when considering spoken dialogue interfaces to
large databases (e.g. Internet or various business, administrative, library, and
educational catalogues) that are used by users with varied knowledge and different
cultural background, it is important to take into account requirements for complex
interaction: the users’ knowledge and intentions, variation in viewpoints and interests,
the whole context in which the interaction takes place. In these cases it would be
beneficial if the system also tries to adapt to the user. The simplest way to realise the
system’s adaptivity is to allow the users to make static choices: select colours, sounds,
interests, and other preferences, and store these characteristics in personal profiles. On-
line adaptation can be realised in the system’s ability to classify users into various
categories, e.g. according to their navigation choices, so as to provide adapted answers
to the user queries. Adaptation can also be extended to user actions in communicative
dialogue situations: by allowing the system to monitor the user’s behaviour, it is
possible to model the user’s changed knowledge and expertise and to provide responses
and reactions tailored in accordance with the observations (Jokinen, Kanto 2004). Thus
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adaptation would involve learning via interaction and selecting view-points on the basis
of recent dialogue events.

It must be noticed that adaptation can also take place with respect to different
applications, devices, and the environment, without explicit verbal communication or
mechanical control to request the chage of state. The ambient and “aware-of”
technology provides us with intelligent detectors which can be used to control lights,
water, temperature, etc. as well as to send small messages confirming their location,
movement, and state. The devices can be extended to act as an extra memory for the
users in their daily activities, and it is also possible to build systems that attempt to
detect the user’s mood and adapt to the user’s emotional state e.g. by switching on
relaxing music if the user is angry. On the hardware level, the system might also be able
adapt itself to different software programmes and change itself to be a radio, a phone
and a computer as necessary for the user.

When considering the system’s adaptation to the user, we must pay attention to
several parameters that center around the user. First of all, the users have different
habits and preferences and the system may need to find intelligent ways to classify these
as well as determine appropriate adaptation strategies. In fact, this is one of the most
studied areas in adaptation: various recommendation systems and e-commerce
applications exploit the induced knowledge of the users’ preferences, and in
collaborative filtering method, the user’s preferences are compared to the preferences of
a group of users with similar background, thus enabling mixing of preferences and
likings among the group members who have similar background.

Another much studied areas in user-centred parameters is the user’s attitudes and
intentions, concerning appropriate communicative strategies and dialogue management
habits that they exploit. The user’s may be active and initiative taking or passive and
wait for topics to appear. If the system can adapt its dialogue strategies according to the
user’s preferred style, it can be expected that the user would find it easier to follow
recommendations and suggestions that the system provides. Another aspect related to
user attitudes is the user’s temperament and style: the users vary in their frustration
levels, and the system may learn to tune its responses to the user’s mood.

In building adaptive system, some technical and architectural parameters are also
important. The accuracy of speech and gesture recognizers is crucial in getting the input
data correct, the fusion component where the input streams are combined needs to
provide reliable information, and the interpretation and decision making should produce
results which are efficient and minimize the processing effort, even in cases where
ambiguous situations or conflicts arise. Inaccuracies and errors in the output of the
separate system components will only cumulate as the interpretation goes higher up in
the abstraction level.

Support for adaptivity must also come from the system architectures which
should exhibit flexible plug-and-play platform for experimenting with various adaptive
constraints and features. Agent-based architectures, e.g. GALAXY-II (Seneff et al.
1999), CMU Communicator (Rudnicky et al. 1999), TRAINS (Baylock et al. 2002)
introduce asynchronicity in the functioning of the system components, thus providing
flexibility and freedom from the tight pipeline processing. Notice that “agent” refers to
an autonomous software agent, a piece of software that realises a subtask of the
application that the system has been built for, and is “intelligent” in the sense of being
able to judge and also make decisions of what kind of information is needed for the task
completion. In the projects Interact (Jokinen et al. 2002a) and DUMAS (Jokinen,
Gambick 2004) we have used the Jaspis architecture (Turunen, Hakulinen 2002).
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Further requirements for adaptive dialogue system come from the functionality
of the system and the design of system output. As has been already mentioned, the
traditional HCI design principles emphasize clarity and unambiguous phrasing in the
system responses. Our experiments confirm the requirement for clarity and consistency
(Jokinen, Kanto 2004): even for a competent user it may be confusing if the system
responses sound illogical or inconsistent. Besides consistency, the system output should
pay attention to the information that is being exchanged. Often it is not only the amount
of information that is important but also the kind of information provided. For instance,
in the studies by Paris (1988), it was noticed that novice users benefited of descriptions
of the machines while experienced users wanted to know about the functionality of the
machines. Giving information on any topic thus requires decision about how much
details and helpful extra information will be given to the partner as well as how this is
going to be presented (cf. Jokinen, Wilcock 2003). Summarization and conclusions may
be suitable in contexts where the user can look for more information if she is interested
in doing so, while the level of abstraction may be crucial if the user is not familiar with
particular terms and thus requires further explanation.

Finally, adaptation leads to usability issues where the main question is the
desirability of adaptation. While adaptation is an intriguing and interesting research
topic from the point of view of dialogue modelling and human communication, there
has been a long debate in the system design and HCI communities about the benefits of
adaptation: does it increase the system’s usability? We must distinguish the two notions
of usability and usefulness: the former refers to the system’s properties that make it easy
to use, while the latter refers to system’s usefulness with respect to resolving a
particular task and whether the system’s existence is necessary or helpful to the user
tackling with the task. The common standpoint emphasizes the computer’s role as a tool
for which a most appropriate, suitable, flexible interface is the main goal. The user
should thus be in control of adaptation and decide when the system should adapt or
whether it should adapt at all. The computer-as-agent view-point supports adaptation
and bases its arguments on the fact that applications become so huge that it is
impossible for a user to master the whole complex system and so a helpful adaptation
on the system side would be necessary.

Tangled with the desirability issue is the question of how adaptation should take
place. Even if adaptation is considered desirable, even necessary, it may still be
preferable for the user to be in charge of adaptation instead of having automatic
adaptation. In the ideal case, of course, automatic adaptation would support intuitive
interfaces which adapt to the various users providing natural interaction without the user
even noticing that something special has taken place in the system’s behaviour. After
all, this is what happens in human-human communication: adaptation to the partner is so
automatic that we do not necessarily notice that it has happened. However, this can also
be seen as a seed for mistrust. In a similar way as humans can be unreliable and lie, an
adaptive dialogue system could also lie. Unless the user is omniscient, it is difficult to
know for sure if the information given by the system is truthful and undistorted. On the
other hand, as in human-human communication, also in communication with the
computer agents, the partners base their interaction on mutual trust. In accordance with
the principles of Ideal Cooperation, the rational agents usually provide truthful
information since this is the best strategy that pays off for the agent in long term. Thus,
when designing intelligent dialogue systems which aim at agent-like conversational
capabilities, we must also make sure that the rationality principles that allow humans to
act according to Ideal Cooperation, also hold for the computer interface agents. Another
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question is then how this kind of trust is created and maintained in communication,
especially when the partner is an artificial computer agent, but the discussion on these
issues goes beyond the scope of this paper.

4. Multimodal Interaction

In recent years, multimodal interactive systems have become more feasible from the
technology point of view, and they also seem to provide a reasonable and user-friendly
alternative for various interactive applications that require natural human-computer
interaction. Although speech is by far the most natural mode of interaction for human
users, there is also a lot of factual information (feedback dealing with understanding,
acceptance, surprise, etc.) and tacit information (attitudes, mental states, emotions,
preferences, background, identity group, etc.) that are conveyed by non-verbal cues
such as facial expressions, gestures, and posture. Furthermore, in many cases, like
giving instructions of how to get to a particular place, natural way of interaction is to
combine verbal communication with gestures and pointing. Also sign language requires
visual mode and gesture recognition, and e.g. Jokinen and Raike (2003) point out that
multimodal interfaces have obvious benefits for users who cannot use the common
speech or keyboard communication modes. Interesting new avenues for multimodal
interaction and technological means to implement multimodality were presented in the
PhD-course and seminar organized by the Nordic Multimodal Interaction network
MUMIN, reported in Jokinen et al. (2003).

In human-computer interaction multimodality refers to the use of different
input/output channels through which data is received and transformed to higher-level
representations so that manipulation of the environment can take place (Maybury,
Wabhlster 1998). One of the first multimodal systems was Put-That-There -system (Bolt
1980) which allowed the users to interact with the world through the projection on the
wall by using speech and pointing gestures. In the CUBRICON (Shapiro 1988), one
could use speech, keyboard, mouse on text, maps, and tables, and the system aim at
flexible use of modalities in a highly integrated manner. Many present-day multimodal
systems concentrate on speech and graphics or tactile input information. For instance
Oviatt et al. (2000) studied the speech and pen system Quickset, and within a
cooperation project supported by the Finnish national technology agency TEKES,
speech and graphical point-and-click interface are integrated into a PDA-based
multimodal route-navigation system. In another paper in this same volume (Hurtig,
Jokinen 2005), we discuss the MUMS-system and natural interaction in its design. The
SmartKom project (Wahlster et al. 2001) was a technological project which focused on
building a large multimodal system that would allow the user to interact with the system
in various home and sightseeing situations through an intelligent interface agent.

Multimodal interactive systems are mainly experimental prototypes which
require elaboration and sophistication in order to reach the state of robust technology.
Jokinen and Raike (2003) discuss various advantages and disadvantages of multimodal
interfaces, and conclude that the main benefit seems to be the freedom of choice: e.g. it
is easier to point to an object than talk about it, and the users may also have personal
preferences and special needs of one modality over another. On the other hand, multi-
modal interfaces require coordination and combination of modalities which still needs
consolidation as robust technology, and from the point of view of usability, there is a
danger that the users are exposed to cognitive overload by the stimulation of too many
media.
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The assumption behind natural interaction is that the users need not spend much
time in training themselves on how to use digital devices and a particular application;
instead, they could exploit the strategies learnt in normal human-human communication
and thus interaction with the system would be as fluent, easy and enjoyable as possible.
Extending dialogue management to multimodal dialogue management thus requires
understanding of how multimodal conversation takes place among humans. It must be
noticed that even though multimodal capability improves system performance, the
enhancement seems to apply only on spatial domains, and it remains to be seen what
kind of multimodal systems would assist in other, more quantitative domains like giving
feedback. Multimodality is an area of growing interest, and more research and
experimentation based on a general theory of communication is needed to show how
robust interfaces can be built. A natural language interface can thus provide a user-
friendly way to communicate with the computer, and combined with other modalities
like graphics and speech, a natural language interface is a powerful tool in human-
computer communication.

5. Conclusions

In a few years’ time we need to interact with a more complex environment which will
not consist of only people with varied knowledge, mixed cultural background, and
several languages, but also of computers which are embedded in our daily environment,
which can sense our presence and act in a meaningful way. The main challenge in the
21% century Communication Technology Society is thus to integrate engineering with
language technology research, and to equip electronic devices with natural interaction
capabilities. In this paper I discussed some challenges for building dialogue systems that
would exhibit intelligent and natural interaction capabilities. While technological
development allows us to construct more sophisticated systems, there is simultaneously
a need for more intelligent software which takes into account requirements for complex
interaction: the users’ knowledge and intentions, variation in their viewpoints and
interests, the context in which interaction takes place.
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HOW TO SURVIVE IN A MULTILINGUAL EU
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Abstract

In this paper we describe briefly why the multilingual nature of Europe poses a problem
especially for the smaller languages, and we indicate what could and should be done to alleviate
the problem.

Keywords: multilinguality, human language technology, EU programmes, resources

Roles of language

Our language is our most important instrument for communication with others. Where
in the past the circle of others would normally remain limited to people living in our
direct environment (neighbourhood, city, country) the creation and expansion of the EU
have made us all member of a much larger community, where more than 20 languages
are being used for communication between citizens. Contrary to the situation in the past
we all have to face the fact that most of our fellow EU citizens do not speak or
understand our language. This affects a number of aspects of our daily and professional
life, and we should ask ourselves to what extent this may cause problems or
disadvantages for some of us, and — more importantly — how Human Language
Technology (abbreviated HLT) could help to overcome the problems.

Politically we see that more and more of our local policies are determined by EU
legislation coming from Brussels. Although the decision procedures are democratic and
every member state gets its chances to participate in the discussions leading to
legislative measures and is allowed to use its own language at all formal sessions one
may wonder whether everybody’s voice is heard equally well during this process and
the preparatory stages, where informal discussions may be held in one of the major
working languages. At this moment HLT is used by the EU to support professional
translators and interpreters, and to provide quick and dirty translations of internal
documents between some languages. In spite of these efforts there is no guarantee that
all EU legislators are playing on an equal playing field as far as language is concerned.

Economically we can now observe that Europe has become our home market,
and the world at large our foreign market. In order to be able to sell products and
services both on our home and our foreign market we will always have to cross
language barriers. In many countries users of services expect to be addressed in their
own language, and very often national legislation requires user manuals to be provided
in the national language.
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From a cultural point of view we have now become part of the European culture.
From an integration point of view it is desirable that our cultural heritage is accessible
to our fellow EU citizens, and that they have access to ours. Unfortunately much of this
heritage is based on or described in language, which constitutes a major obstacle for
mutual cultural exchanges.

Our society and economy become more and more information driven.
Unfortunately most information is encoded in language, which means that having
electronic access to information is a necessary but not a not sufficient condition for
having full access to our information society.

Individuals from all member states have become European citizens and can now
move freely around in Europe, but one can wonder what it means to be a European
citizen if one cannot communicate with most fellow EU citizens. Taking away political
frontiers is one step, taking away the language barriers is a natural next step.

Where does that leave us?

The ability to cross language barriers is essential for the integration of Europe and for
further economic development of the EU as a whole. This is more pressing for small
language communities than for the larger ones. If one’s native language is German (90
million speakers), English, French or Italian (60 million speakers each) there is a lot less
exposure to foreign languages, especially since 32% of the EU citizens speak English as
their first foreign language (and French and German 10% each).

One can easily live in one of those countries without ever realizing that there
exist people who speak a different language. All books are translated, movies are
dubbed, and if president Putin opens his mouth on television a voice-over will take over
from him within half a second.

According to recent EU figures ca 55% of EU citizens do not have enough
command of a foreign language to participate in a conversation.'

Traditionally we have three methods to help us to cross language barriers: human
translators for written language, human interpreters for spoken language, and (last but
not least) learning a foreign language. The first two methods are valid and effective in
some situations, but not always applicable in day-to-day communication. The third
method can be very helpful in certain situations, and EU programmes that have been set
up to promote foreign language learning can have a significant impact on the possibility
for EU citizens to communicate with each other, but language learning requires a long
term investment, and there are limits to the number of languages one can learn in a
lifetime.

The role of HLT

In the absence of feasible alternatives employing HLT seems to be the only way to
improve the situation. Over the years the EU has invested massively in the development
of HLT, and many dedicated HLT programmes have had a significant impact on the
advancement of HLT, including applications oriented towards solving the
multilinguality problem. Even though the 6™ Framework Programme does not have
specific HLT oriented action lines, many of the present projects address language
issues.

See e.g. http://europa.eu.int/comm/education/policies/lang/languages/index_
en.html
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Unfortunately the strong industrial bias of recent EU programmes has led to a
situation where the major part of the funding for language and speech technology goes
to the major languages. This is not surprising, as industrial players will prefer to invest
in the development and deployment of technologies for larger markets. As a
consequence there has been only marginal support for the development of HLT for the
smaller languages. As the cost development of such technologies is independent of the
number of speakers of a language (“all languages are equally difficult’) this has created
a very unbalanced situation.

What can we do to improve the situation at the EU political level?

At the EU political level it is important that the speakers of smaller languages don’t
accept that their languages (and the speakers themselves) be marginalized in Europe. It
is well-known that the cost (both in time and in money) of multilinguality for the EU is
enormous, and that it will be hard to resist the temptation to reduce the number of
official working languages to just a couple. One may be forced to resort to such or
similar pragmatic solutions, but representatives of the smaller (or maybe rather
commercially not attractive) languages should under all circumstances try to avoid that
such pragmatic solutions put them in a disadvantaged position in comparison with those
who will be able to use their native languages on all occasions.

It is mandatory to keep the multilinguality problem on the EU agenda as a top
priority, and a common responsibility. In this context one should keep in mind that the
biggest potential enemy is the so-called subsidiarity principle. There is nothing wrong
with the principle as such (“don’t treat anything at the EU level that could be treated at
the national level”), but in past discussions with EU officials this same principle has
been used to explain why the EU could not possibly provide financial support for the
technological development of smaller languages, as a language is primarily the
responsibility of the national government. This attitude does not only do injustice to the
fact that multilinguality is primarily a European problem (as opposed to a collection of
national problems), but it also does not seem to be completely consistent with the fact
that effectively most of the EU funds for HLT are used to support a few major
languages.

One would hope that the next EU Framework Programme will recognize the
language dimension of Europe, and will address support for HLT development
explicitly, irrespective of the economic potential of a language or EU world leadership
ambitions.

What can be done at the national level?

Human resources

As speakers of smaller languages we have to face the facts: if we don’t take care of our
languages no one will do it — or Microsoft (provided they judge the potential market
interesting enough to make the investment).

In order to properly develop HLT for one’s own language (both from a
monolingual and from a multilingual point of view) a number of preparations are
necessary. First of all language and speech technology have to find their way to higher
education curricula. Traditionally language technologists tend to come from a
linguistics background, whereas speech technologists have an engineering background.
Very few of them have received an education directly aimed at language or speech
technology, and there is very little integration between the two. Researchers in more
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recently emerging areas (multimodality, interfaces, knowledge engineering) have even
to a larger extent been obliged to educate themselves, as no standard curricula exist for
these fields. Reflection on future curricula seems desirable, in order to be able to offer
the next generation of researchers and developers in these (interdisciplinary) fields a
better tailored package of knowledge and skills. In this context we would like to point to
the European Masters Programme, which started as an ELSNET initiative, and which
aims at defining (and continuously updating) a 1 year masters curriculum in language
and speech technology.” The idea is that the curriculum definition serves as a template
that can be adopted partially or entirely by the participating institutions. Student
exchanges are possible (if local conditions permit), and an annual summer school brings
together all participants from all sites.

When building up local expertise with respect to the national language it is
important to keep in mind that even if every language is unique, many problems may
manifest themselves in several (often related) languages, and may have been solved
there. Even if these solutions might not be directly applicable to one’s own language, it
is often easier to port the solutions than to try to solve the problem from scratch. In
order for researchers to optimally benefit from this it is very important that they get the
opportunity to attend international conferences, workshops or courses. The organization
of local (or regional) training courses is a very useful instrument to introduce new
technologies that have been developed elsewhere.

Language resources

Language resources (written and spoken corpora, lexicons, parsers, annotation
tools, etc) are essential for the development of language technologies and for the
training of students. These resources, whatever their nature, have all in common that
they are expensive (in time and money) to create. In order to maximally exploit the
resources that have been and will be created their re-usability is a very important
feature. Funders of the creation of resources should take great care to ensure that once
these resources have been created for a specific purpose (e.g. a project) they can be re-
used by future projects. This has different aspects:

(1) from an IPR point of view it should be ensured that resources created through
public funding can be re-used by others without any legal constraints, at least for
research purposes;

(i1) technically these resources should be created in conformity with existing
standards or best practice, in order to ensure optimal interoperability with other tools
and resources;

(iii) organisationally it should be ensured that a body is identified that is
responsible for the maintenance and further distribution of these resources, in order to
guarantee that these precious materials do not get lost when research teams are
dissolved or new hard- and software platforms emerge.

Given the emergence of statistical methods in all sub-areas of HLT there is
virtually no limit to the amount of resources researchers can use. As the creation of such
resources can be a significant financial burden ELSNET, in cooperation with a number
of partners, including ELDA (Paris), CST (Copenhagen), CNR-ILC (Pisa), is in the
process of developing the BLARK concept. BLARK stands for Basic Language
Resource Kit, and it aims at defining the minimal collection of resources that is needed
to do any research and (precompetitive) development in HLT at all. In its final form it

* See http://www.cstr.ed.ac.uk/euromasters
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should comprise a list of necessary components (specified both qualitatively and
quantitatively), and the standards (formal or de facto) to be adhered to. We will also aim
at including cost estimations for the production of the various component, based on
experience. The BLARK concept was first launched in the ELRA Newsletter published
in May 1998.° The definition allows for adaptations to specific properties of languages.

The BLARK definition should be used as a common reference point for language
communities that want to start their own HLT activities, and that need to make up a
priority list of what is needed. Once the definition is available teams can make an
inventory of what exists and what is missing.

Initial BLARK definitions have been provided for the Dutch language, by
researchers associated with the Dutch Language Union. A first inventory and an
identification of priorities has led to a large HLT programme funded by the Dutch
government and the regional Flemish government in Belgium.

In the framework of the EU funded NEMLAR project' a BLARK definition is
being prepared for Arabic. A first draft has been published on the same site.’

What can be done internationally at the EU level

Many countries have a long and well-established tradition of national HLT programmes.
Within the framework of the creation of the ERA the EU aims at better coordination
between national HLT related programmes. A recent initiative is the Lang-Net proposal,
that has been submitted by a large consortium of representatives of research ministries
from various member states and regions. The objective of this proposal is to make the
first moves towards an ERA-Net in the field of language and speech technology. The
result of the evaluation of the proposal is not known yet, but in general it is
recommendable for countries to try to join such international research coordination
activities. If the Lang-Net proposal is successful other countries may join this initiative
and (more importantly) the ERA-Net proposal that will be prepared during this action.

What sort of HLT solutions are we looking for?

It is easy to say that we should resort to HLT in order to get our multilinguality
problems out of the way, but how realistic is this? In spite of all the efforts made by the
R&D community machine translation (MT) is still not mature enough to be accepted as
a generally applicable solution. For the time being the creation of high quality MT
systems is still a wonderful research topic, but nothing more than that.

Yet it has to be kept in mind that even state-of-the-art MT can be useful. The
obvious example is just finding out what a mail message or a web page in a foreign
language is about. I am receiving hundreds of spam messages per day, but sometimes I
am really curious what it is that people are trying to sell me from Russia, Korea or
China, and a free on-line MT system is good enough to get an idea.

If you buy an MT system like Systran you can get it almost for free, and the
quality is poor, but if you are prepared to spend a bit more it can be customized to your
specific needs, and the quality level improves dramatically. Like in the case the cheap
inkjet printers and the expensive cartridges Systran’s real business is not the MT system
but the customization.

? Also published on http://www.elsnet.org/blark.html
* http://www.nemlar.org
> http://www.nemlar.org/Publications/BLARK-final.pdf
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If your company has a professional translation department the introduction of an
MT system can easily save you 30% on your translation costs. The raw translation is not
good enough for publication, but the total process of making the raw translation and
having it edited by a professional translator can become a lot cheaper and faster.

For normal citizens MT is not really a useful option to cross language barriers. In
order to find good alternatives we have to abandon the idea that one single solution
should solve the problem in all situations. Different situations may require different
types of solutions, just like in traffic where you can solve the problem that you happen
to be in the wrong place by walking, using your bike or car, taking the train or the plane,
or just using the phone.

Let me just give a few examples. Many mobile phones or PDAs come with a
small camera these days. Why can’t I use this to point at the menu in a restaurant in
Tallinn, have it OCR-ed, translated and displayed on the screen in my own language?
Why isn’t my PowerPoint presentation displayed on two screens in parallel, one in
English and one in Estonian (by way of — possibly imperfect — subtitles)? Why doesn’t
the manager of my hotel use a multilingual authoring system to present his
announcements in my own language? Why can’t I use my mobile phone or PDA to have
the spoken word spinach translated in Estonian and displayed on the screen so that I can
show the shopkeeper that it is spinach I want?

The morale of this should be clear: even if we don’t know how to do full MT yet
there are lots of ways to deal with the language problem in different contexts, especially
since many contexts offer opportunities to support language communication with
additional modalities (combination of spoken and written language, gesturing, facial
expressions, video displays, etc).

Concluding remarks

I have tried to describe above why multilinguality is a pressing problem, especially for
the smaller language communities in Europe. I have also indicated what one could do to
in order to keep the problem on the EU’s political agenda, what one can do to
strengthen one’s own local HLT, and what sort of solutions present day HLT can offer.
Personally I do not see an immediate danger that our small languages will
disappear in the first hundred years or so, but in my view the real danger is that speakers
of smaller languages may find themselves more and more marginalized, both
economically and politically, if they don’t make a serious effort to overcome the
language problem. From my own professional point of view the use of HLT is the most
promising direction, but at the same time I would like to make it clear that I also
sympathize with the EU’s efforts in their language action plan 2004-2006 to encourage
people to learn at least two other EU languages in addition to their native language!

STEVEN KRAUWER studied mathematics in Utrecht, and has been researcher
and lecturer in computational and mathematical linguistics in the department of
general linguistics (now Utrecht Institute of Linguistics UiL OTS) at Utrecht
University since 1972. His main research interest is machine translation. He has
been actively involved in EU projects since 1980. Since 1995 he is the coordinator
of the European Network in Human Language Technologies (created with funding
from various EU programmes since 1991).
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AN OVERVIEW OF SHALLOW XML-BASED
NATURAL LANGUAGE GENERATION

Graham Wilcock
University of Helsinki

Abstract

The paper gives an overview of shallow XML-based natural language generation, including
XML pipeline architectures, text planning with XSLT templates, and transformations from text
plan trees to text specification trees. The work is based on practical experience in a spoken
dialogue system, and examples from this system are presented.

1. Introduction

The paper gives an overview of shallow XML-based natural language generation (NLG)
including XML pipeline architectures, text planning with XSLT templates, and trans-
formations from text plan trees to text specification trees, using open-source software.
The ideas are based on practical experience in developing an XML-based generation
component for a spoken dialogue system (Jokinen et al. 2002). Some examples from
this system are given in Section 2, and the basic methods are described further in Sec-
tion 3, followed by more general discussion in Section 4.

1.1. Pipelines

A pipeline is the most widely-used NLG architecture (Reiter and Dale 2000). In XML-
based generation it is easy to use a pipeline as powerful methods for organizing XML
pipelines are available. For example, Apache Cocoon (Apache Cocoon Project) is
an industrial-strength, scalable XML pipeline processor. The pipeline architecture
adopted here follows the textbook by Reiter and Dale (2000) as shown in Figure 1.

The interface between text planning and microplanning is a text plan, a tree
whose leaves are domain-specific concept messages. The interface between microplan-
ning and realization is a text specification, another tree whose leaves are linguistic
phrase specifications. Both the text plan trees and the text specification trees can be
naturally represented in XML, as illustrated in Section 2.

1.2. Templates

The status of template-based generation has been debated by NLG researchers (Becker
and Busemann 1999). Generally, templates are considered suitable only for shallow
forms of generation, in which the templates contain predefined surface strings. How-
ever, if template-based means “making extensive use of a mapping between semantic
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e Document Planning (or Text Planning)

— content determination

— document structuring
e Microplanning

— lexicalization
— referring expression generation

— aggregation
e Realization

— linguistic realization

— structure realization (e.g. HTML)

Figure 1: NLG Pipeline

structures and representations of linguistic surface structures that contain gaps” (van
Deemter et al. 1999), then templates can also have a role in deeper forms of genera-
tion. In either case, NLG templates can be naturally implemented in XML by means
of XSLT templates (Wilcock 2001: 2002).

The approach adopted here is to use templates as a good way to create initial
text plan trees that contain gaps to be filled later when the concept messages are turned
into phrase specifications in the text specification tree. This is not template-based gen-
eration, it is template-based text planning. The text plan is then passed through the
various stages of the generation pipeline for further processing. The implementation of
this form of template-based text planning using XSLT templates is described in Sec-
tion 3.1.

1.3. Transformations

The text plan tree is transformed into a text specification tree by the microplanning
stages, and the text specification tree is transformed into the required output by the
realization stages. This requires tree-to-tree transformation processing. Section 3.2 de-
scribes an approach in which the required transformations are performed by a sequence
of XSLT stylesheets.

When both the text plan tree and the text specification tree are represented in
XML, transformation from one to the other is XML-to-XML transformation. When
the required output is XHTML for web pages or Java Speech Markup Language (Sun
Microsystems 1999) for speech output, the realization stage also performs XML-to-
XML transformation.
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2. Examples: Spoken Dialogue Responses

Examples of XML-based response generation within a spoken dialogue system are dis-
cussed by Jokinen and Wilcock (2003). Some of the examples are repeated here. The
generation component, which performs bilingual generation of responses in Finnish
and English for a Helsinki bus timetable enquiry system, has been demonstrated by
Wilcock (2003). The responses depend on the dialogue context and can vary from full
sentences to short elliptical phrases.

For spoken dialogue response generation, content determination is done by the
dialogue manager, and document structuring is greatly simplified because the generated
response is typically very short. The starting point for the generation component in a
spoken dialogue system is therefore a specification of the utterance content which is
determined by the dialogue manager, as described in Section 2.2.

2.1. Generation from NewlInfo

In the approach taken here, dialogue response planning starts from the new information
focus, known as Newlnfo. This approach to generation from NewlInfo was developed
by Jokinen (Jokinen et al. 1998; Jokinen and Wilcock 2003). One of the tasks of the
generator is to decide how to present the NewlInfo to the user: whether it should be
presented by itself or whether it should be wrapped in a link to the Topic.

(1)  User: Which bus goes to Malmi?
System: Number 74.

(2) User: How do I get to Malmi?
System: By bus - number 74 goes there.

In Example 1 NewlInfo is the information about the bus number, while in Ex-
ample 2 Newlnfo concerns the means of transportation. In both cases, NewlInfo is
presented to the user by itself, without linking to the Topic.

(3)  When will the next bus leave for Malmi?
(a) 2.20pm
(b) It will leave at 2.20pm
(c) The next bus to Malmi leaves at 2.20pm

Whether NewlInfo should be wrapped or not depends on the changing dialogue
context. When the context permits a fluent exchange of contributions, wrapping is
avoided and the response is based on NewInfo only, as in Example 3a. When the con-
text requires more clarity and explicitness, NewInfo is wrapped by Topic information as
in Example 3b in order to avoid misunderstanding. When the communication channel
is working well, wrapping can be reduced, but when there are uncertainties about what
was actually said, wrapping must be increased as in Example 3c to provide implicit
confirmation. These examples are discussed in more detail by Jokinen and Wilcock
(2003).
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2.2. Input: an Agenda in XML

The starting point for the generation pipeline is an agenda, a set of concepts determined
by the dialogue manager. In Example 1 Number 74, the bus number information is
supplied by the dialogue system’s task manager, which consults the timetable database.
The dialogue manager puts concepts into the XML agenda, as shown in Figure 2.

<agenda id="1">
<concept info="Topic">
<type>transportation</type>
<value>bus</value>
</concept>
<concept info="Topic">
<type>destination</type>
<values>Malmi</value>
</concept>
<concept info="Topic">
<types>bus</type>
<valuesexists</value>
</concept>
<concept info="NewInfo"s>
<types>busnumber</type>
<value>74</value>
</concept>
</agenda>

Figure 2: Agenda for Example 1

The root node of the XML tree is <agenda >, and its children are <concept >
nodes, which here represent an unordered set. The dialogue manager labels each con-
cept as NewInfo or Topic, using its knowledge of how the concepts relate to the current
dialogue situation. These labels are represented in the XML agenda by attributes. Here,
the concept ’busnumber’ is labelled as NewInfo, and the other three concepts are la-
belled as Topic. The representation shown in Figure 2 is simplified for clarity.

2.3. A Text Plan in XML

<TextPlan id="1">
<Message>
<type>NumMsg</type>
<concept info="NewInfo">
<type>busnumber</type>
<value>74</value>
</concept>
</Message>
</TextPlans>

Figure 3: Text Plan for Example 1
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In text planning, the content determination stage simply extracts the concepts
from the agenda. As the dialogue manager has already decided the relevant concepts
and put them in the agenda, no other content determination is needed. However, the
generator decides whether to generate only the NewInfo, or whether to include a Topic
link in addition to NewInfo. In the case of Example 1, only NewlInfo is generated.

The discourse structuring stage creates a text plan tree as shown in Figure 3
using a form of template-based text planning described in Section 3.1. In Example 1
there is only one message, which is typical in spoken dialogue responses. In multi-
paragraph text generation there would be large numbers of messages. The text plans
are XML tree structures containing variable slots, which will be filled in later by the
microplanning stages. In the text planning stage, the concepts from the agenda are
copied directly into the appropriate slots. In Example 1 there is only one NewlInfo
concept, so only this concept is copied from Figure 2 to Figure 3. This first example is
therefore minimal, with one concept in one message.

2.4. A Text Specification in XML

The processing during microplanning is done by a sequence of XSLT transformations,
as described in Section 3.2. The text plan tree is transformed into a text specification
tree, as shown in Figure 4.

<TextSpec id="1">
<PhraseSpec>
<subject cat="NP">
<head>number</head>
<attribute>74</attribute>
</subject>
</PhraseSpec>
</TextSpec>

Figure 4: Text Specification for Example 1

The messages in the text plan tree are replaced by phrase specifications in the
text specification tree. In the referring expression stage of microplanning, domain con-
cepts are replaced with linguistic referring expressions. In the text specification in
Figure 4 the single concept of Figure 3 has been replaced by a linguistic specification.

2.5. Output: Speech Markup in XML

The realization stage produces output marked up in Java Speech Markup Language
(JSML) (Sun Microsystems 1999) as shown in Figure 5.

<jsml lang="en">
<div type="sent"s> Number
<sayas class="number">74</sayas> </divs>

</jsml>

Figure 5: Speech Markup for Example 1
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The <head> words of the text specification (Figure 4) provide the main content
of the output. In the speech markup, <div type="sent"> marks sentence bound-
aries and <sayas> tells the speech synthesizer how to say something - in Figure 5 it
shows that 74 should be pronounced “seventy-four” not “seven four”.

2.6. Another Example

In Example 1 Which bus goes to Malmi?, only the concept *busnumber’ is labelled as
NewlInfo, and the other three concepts are labelled as Topic. This leads to the minimal
output Number 74. In the case of Example 2 How do I get to Malmi?, the dialogue
manager specifies the means of transportation as NewInfo and the destination as Topic.
This will be generated as By bus.

In addition, the dialogue manager provides further new information about the
bus number, following a co-operative dialogue strategy. This will be generated as Num-
ber 74 goes there. In this case a more complex text plan is selected as shown in Fig-
ure 6. The text plan has two messages, and a prosody markup is inserted between the
two messages. The text plan has four concepts. One concept is copied into the first
message and three concepts are copied into the second message.

<TextPlan id="2">
<Message>
<type>TransportMsg</type>
<concept info="NewInfo">
<types>transportation</type>
<valuesbus</values>
</concept>
</Message>
<prosody cat="pause"/>
<Message>
<type>NumDestMsg</type>
<concept info="NewInfo">
<type>busnumber</type>
<value>74</value>
</concept>
<concept info="NewInfo">
<types>bus</type>
<valuesexists</value>
</concept>
<concept info="Topic">
<type>destination</types>
<value>Malmi</value>
</concept>
</Message>
</TextPlan>

Figure 6: Text Plan for Example 2

The text plan in Figure 6 is transformed by the microplanning stages into the
text specification shown in Figure 7. The two messages are made into two phrase spec-
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ifications, with the prosody element between them. Because the destination concept in
Figure 6 is marked as Topic, it is pronominalized as there by the referring expressions
stage. If the same destination concept were marked as NewlInfo, it would be realized
by the actual text value of the destination placename, in this case fo Malmi.

<TextSpec id="2">

<PhraseSpec>
<adverbial cat="PP">
<head>by</head>
<object cat="NP">
<head>bus</head>
</object>
</adverbial>
</PhraseSpec>
<prosody cat="pause"/>
<PhraseSpec>
<head>go</head>

<features>3sg</features>

<subject cat="NP">
<head>number</head>
<attributes>74</attribute>

</subject>

<adverbial cat="PP">
<head>there</head>

</adverbial>

</PhraseSpec>
</TextSpec>

Figure 7: Text Specification for Example 2

The text specification in Figure 7 is realized in Example 2 as the response By
bus - number 74 goes there. This response is marked up in JSML as shown in Figure 8.
The two phrase specifications are realized as two utterance divisions. The prosody
element is realized as a <break> element telling the speech synthesizer that a pause
is required before the second part of the response.

<jsml lang="en"s>
<div type="sent"> By bus </div>
<break size="large"/>
<div type="sent"> Number
<sayas class="number">74</sayas>
goes there </divs>
</jsml>

Figure 8: Speech Markup for Example 2
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3. XML-based Generation

The starting point is the agenda of concepts specified in XML. The finishing point is
the utterance to be passed to the speech synthesizer, specified in a speech mark-up
language which is also XML. This is generating XML from XML. Moreover, XML is
used for all the internal representations along the stages of the pipeline. One advantage
of using XML is that the internal representations can be defined in DTDs or XML
Schemas, and they can be checked by standard XML validation techniques.

In some stages a new XML tree is created. For example, in the text planning
stage described in Section 3.1 a new text plan tree is created. In other stages informa-
tion is added to the existing tree, or nodes are replaced with new nodes. For example,
in the referring expression stage described in Section 3.2 domain concepts are replaced
with linguistic referring expressions, within the existing text specification tree.

Whether creating a new XML tree or adding information to the existing XML
tree, different processing options can be used. For example, the DOM document model
can be used for explicit manipulation of the tree nodes by Java programs, or XSLT
can be used to specify XML transformations. It is simple to set up a sequence of
transformations, in which the output of one transformation is the input to the next
transformation. This is a natural way to implement the NLG pipeline architecture.

3.1. Template-based Text Planning

In the NewlInfo-based model of generation described in Section 2.1, text planning
selects those concepts marked as Newlnfo as the basis for generation, and decides
whether NewlInfo will be the only output, or whether it will be preceded by the Topic
linking concepts. In a less shallow approach, text planning combines messages to con-
struct a text plan. In a more shallow approach, complete text plans are predefined by
means of XSLT named templates, as illustrated in Figure 9.

<xsl:template name="TRANSPORT-PLUS-NUMDEST" >
<TextPlan>
<Message>
<type>TransportMsg</type>
<xsl:copy-of select="./concept [type='transportation’]"/>
</Message>
<prosody cat="pause"/>
<Message>
<type>NumDestMsg</type>
<xs8l:copy-of select="./concept [type='busnumber’]"/>
<xsl:copy-of select="./concept [type="bus’]"/>
<xs8l:copy-of select="./concept [type='destination’]"/>
</Message>
</TextPlans>
</xsl:template>

Figure 9: Simplified Text Plan Template

The text plan template creates a new XML tree, with root node <TextPlans.
This contains two messages. The messages have variable slots, which will be filled in
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later by the lexicalization and referring expression stages. In the text planning stage,
the concepts from the agenda are copied directly into the appropriate slots by means of
<xsl:copy-of> statements. The example in Figure 9 shows a simplified text plan
for Example 2 By bus - number 74 goes there.

Selecting the appropriate text plan template is based on the agenda: which con-
cept types are in the agenda, and whether their information status is Topic or NewlInfo.
The selection can be implemented by means of nested <xs1 : choose> statements.

3.2. Transformation-based Microplanning

In the microplanning stages of the pipeline, further information needs to be added to
the XML tree, or nodes in the tree need to be replaced by new nodes. This can be
done either by explicit tree node manipulation using the DOM document model, or
by specifying transformations in XSLT stylesheets. We have implemented prototype
generators using both approaches, but suggest that these transformations can be most
naturally expressed using XSLT, combining XPath expressions to find the relevant part
of the tree and XSLT expressions to specify the transformations.

In the referring expression and lexicalization stages, the domain concepts in the
text plan are replaced by noun phrases for referring expressions and by other language-
specific lexical items. We illustrate how these stages can be implemented in XML by
means of the following simplified examples of XSLT templates. The basic idea is that
concepts which are marked as Topic are realized as pronouns, whereas concepts which
are marked as NewlInfo are realized as full descriptions.

<!-- REFERRING EXPRESSIONS: PRONOUNS -->
<xsl:template match="concept [@info='Topic’]"
mode="referring-expression">
<xsl:choose>
<xsl:when test="type='busnumber’">
<xsl:text> it </xsl:text>
</xsl:when>
<xsl:when test="type='destination’">
<xsl:text> there </xsl:text>
</xsl:when>
<xsl:when test="type='bustime’">
<xsl:text> then </xsl:texts>
</xsl:when>
</xsl:choose>
</xsl:template>

Figure 10: Referring Expressions: Pronouns

In Figure 10, a destination concept which is marked as Topic is pronominalized
as there. By contrast, if the same destination concept were marked as Newlnfo, it
could be realized as a full description by the template in Figure 11, which generates
a prepositional phrase with the preposition 7o followed by the actual text value of the
destination placename, obtained by the <xs1:value-of > statement.
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<!-- REFERRING EXPRESSIONS: DESCRIPTIONS -->
<xsl:template match="concept [@info='NewInfo’]"
mode="referring-expression">
<xsl:choose>
<xsl:when test="type='busnumber’">
<xsl:text> number </xsl:text>
<xsl:value-of select="value/text()"/>
</xsl:when>
<xsl:when test="type='destination’">
<xsl:text> to </xsl:text>
<xsl:value-of select="value/text()"/>
</xsl:when>
<xsl:when test="type='bustime’">
<xsl:text> at </xsl:text>
<xsl:value-of select="value/text()"/>
</xsl:when>
</xsl:choose>
</xsl:template>

Figure 11: Referring Expressions: Descriptions

These examples are simplified to show simple text output. In fact the genera-
tor performs further syntactic and morphological realization and produces output in a
speech mark-up language, as described in Section 3.3.

3.3. Realization

The final stage of the pipeline for text generation listed in Section 1.1 renders the
generated text in a specific output presentation format such as HTML. This kind of
transformation to a presentation format is the task XSLT was originally designed for.

In spoken dialogue response generation, the output must be in the format re-
quired by the speech synthesizer. The implemented demonstration uses FreeTTS (Sun
Microsystems 2002), a free, open-source speech synthesizer implemented entirely in
Java. FreeTTS accepts input marked up in JSML, Java Speech Markup Language (Sun
Microsystems 1999). As JSML is XML-based it can easily be produced by the XSLT
pipelines.

However, XSLT is not suitable for all kinds of processing. The Finnish language
has highly complex morphology, and a generator for Finnish must be able to handle
complex morphological processing as part of the realization stage. XSLT would be un-
suitable for this kind of processing, and in any case existing morphological generation
software is available, which we wish to re-use. In such situations, XSLT can be com-
bined with general purpose programming languages by embedding extension functions
in XSLT templates. These functions can be written in Java (Apache XML Project).
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4. Discussion and Related Work

It is easy to set up a pipeline architecture with XSLT. It is easy to perform template-
based generation with XSLT. It is easy to perform tree-to-tree transformations with
XSLT. This clearly raises the wider question of whether XSLT is really suitable as a
general tool for building complete NLG systems.

This is discussed by Cawsey (Cawsey 2000), who concludes that XSLT trans-
formations can be used for generation when the input is fairly constrained, but that
XSLT is not suitable for less constrained input, when we need to turn to general pur-
pose programming languages or NLG tools.

White and Caldwell (White and Caldwell 1999) compare their Java-based EX-
EMPLARS generator with XSLT and suggest that their system has advantages be-
cause it is more object-oriented. However, the problem with object-oriented systems
and general purpose programming languages is precisely that they require the partici-
pation of skilled programmers. One of the major advantages of XSLT is that it is not a
general-purpose programming language, but falls rather into the category of scripting
languages which are (at least relatively) accessible and useable by non-programmers.

In any case, XSLT can be combined with general purpose programming lan-
guages by adding Java extension functions to XSLT templates. This means that even
where general purpose programming languages are required for specific purposes, a
pipeline of XSLT transformations can still be used as a uniform framework.

Seki (2001) has demonstrated an XML-based generation system for Japanese.
His work combines Java and XSLT processing in a pipeline architecture similar to the
approach discussed here.

Foster and White (2004) describe the use of XSLT for text planning. They
combine XML-based generation with an open-source surface realizer implemented in
Java.
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THE ROLE OF THE WEB IN MACHINE TRANSLATION

Martin Volk
Stockholm University

Abstract

The computerized translation of documents from one language to another language is one of the
central research topics in Computational Linguistics. Automatic translation is also undoubtedly of
high commercial interest. The omnipresent Web has opened new directions for the online use of
Machine Translation (MT) systems, but it also provides a wealth of new resources which can be
exploited for and by MT systems.

This talk focuses on how MT systems can profit from harvesting parallel corpora from the
Web, which then serve as input for bilingual terminology extraction and example-based MT. We also
discuss how the Web can be used for restricting word senses and for deciding between translation
alternatives. We maintain that MT in the future will be tightly intertwined with the Web.

Keywords: Web as Corpus, Machine Translation, Parallel Corpora, Parallel Treebanks

1. Introduction
This paper starts from two simple observations:

1. Human translations are better than machine translations.

2. The computer is good at retrieving human translations (much better than at trans-
lating itself).

We call these observations, the Translation Memory Lesson, and we will elaborate on
this lesson in section 2. These two observations lead us to the question: Where can the
computer get human translations from?

Well, human translators who use Translation Memory systems accumulate data-
bases with parallel texts over time. And this is a valuable resource that many do not want
to share with others unless they are paid for it. But human translations are also freely
available in the web. There is a wealth of web pages, reports, user manuals, laws and
announcements plus their translations accessible over the web. Therefore the computer
should be asked to find and use those translations first, before being asked to translate
itself. The task of finding good human translations in the web is not trivial and we will
report on some approaches in section 3.2.

But let us assume that our computer has found a number of documents related to
our current translation task (in the right domain, for the right language pair). How will it
be able to exploit the parallel corpus?
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First the documents need to be aligned on the document level and then on the
sentence level. Now if we are to translate a new document, then ideally many sentences
from our new document will have an exact match in the parallel corpus. Even almost
exact matches (e.g. sentences with differing names or date expressions) are very valuable
and provide good translation examples.

But realistically, for many sentences there will not be an exact match nor a fuzzy
match. Therefore we need to break the sentences down into chunks (clauses, phrases) and
match those units. In order to provide training and evaluation material for aligned phrases
we work on parallel treebanks.

1.1. Parallel treebanks

Treebanks have become valuable resources in natural language processing (NLP) in recent
years Abeillé (2003). A treebank is a collection of syntactically annotated sentences in
which the annotation has been manually checked so that the treebank can serve as training
corpus for natural language parsers, as repository for linguistic research, or as evaluation
corpus for NLP systems. The current interest in treebanks is documented in international
workshop series like “Linguistically Interpreted Corpora (LINC)” or “Treebanks and Lin-
guistic Theories” (TLT). But also the recent international conferences in Computational
Linguistics have seen a wide variety of papers that involved treebanks. Treebanks have
become a necessary resource for many research activities in NLP.

On the other hand recent years have seen an increasing interest in parallel cor-
pora (often called bitexts). See for example Melamed (2001) or Borin (2002) for a broad
picture of this area. The interest in corpus work by translation science and translators is
documented in Olohan (2004). But surprisingly little work has been reported on combin-
ing these two areas: parallel treebanks. We define a parallel treebank as a bitext where
the sentences of each language are annotated with a syntactic tree, and the sentences are
aligned below the clause level, typically on the phrase level.

The field of parallel treebanks is only now evolving into a research field. Cmejrek
et al. (2003) have built a treebank for the specific purpose of machine translation, the
Czech-English Penn Treebank with tectogrammatical dependency trees.

The Nordic Treebank Network' has started an initiative to syntactically annotate
the first chapter of “Sophies World? in the Nordic languages. Currently a prototype of
this parallel treebank with the first chapter in Swedish, Norwegian, Danish, Estonian and
German has been finished.

As part of this project Volk and Samuelsson (2004) have annotated 220 Sofie sen-
tences in German and in Swedish and aligned them on the phrase level. The alignment was
based on automatic word alignment provided by Jrg Tiedemann (as described in Tiede-
mann (2003)). Word alignment information was then automatically projected to phrase
alignments and manually corrected.

Our work on parallel treebanks has led us to the question of how a future translation
system will profit from a parallel treebank, which in turn raised the more fundamental
question of how such a system will look like. We maintain that future translation systems
will strongly interact with web-based resources. In this paper we present our vision on

IThe Nordic Treebank Network is headed by Joakim Nivre. See www.masda.vxu.se/~nivre/research/
nt.html

2The Norwegian original is: Jostein Gaarder (1991): Sofies verden: roman om filosofiens historie. As-
chehoug.
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how such a system will exploit the various information sources in the web and combine
them into a cascaded approach.

2. The Translation Memory Lesson

It is both a well-known and disturbing fact that professional translators do not like to work
with Machine Translation systems. They much rather use Translation Memory (TrMem)
systems.

A Translation Memory system by itself cannot perform any translation. It is rather
a database which stores sentences pairwise from source and target language. That is, a
TrMem system is initially empty. It is filled with sentences and their translated target-
language counterparts by a human translator. When a new text is to be translated, the
TrMem system checks for each sentence of the new text whether it is already stored in its
database. If it finds an exact or an approximate match, the system retrieves the translation,
i.e. a previous human translation. In case multiple translations are available, the system
will offer the translations of the best matches. Well-known examples of TrMem systems
are Trados Translator’s Workbench, Star TRANSIT, and Atril’s Déja Vu.

A machine translation system, on the contrary, analyzes every sentence before it
synthezises a translation. That means that a given sentence is segmented into its words,
the words are reduced to their base forms, and these are searched in a bilingual computer
lexicon for grammatical information and for their target language equivalents. Depend-
ing on the translation model (direct translation, transfer-based translation or interlingua
translation) some intermediary representation is computed.

For example, in the transfer-based approach, the grammatical and functional struc-
ture of the source sentence is determined, and it is transferred into the corresponding target
language sentence structure, the corresponding words are inserted and the new sentence
is generated. If a semantic representation is used between source sentence and target
sentence, then this representation called interlingua.

It is obvious that the linguistic analysis required from a machine translation system
is much more error-prone than retrieving a sentence from a Translation Memory. But
on the other hand, this analysis is also much more flexible. If grammar and lexicon in
a machine translation system have a broad coverage, it is possible to translate tens of
thousands of different sentences with such a system, whereas a TrMem system will only
find the sentences already stored in its database.

Recent years have seen a growing success of TrMem systems. The reason for
this success is to be found in the fact that these systems do what a computer does best:
remember a vast amount of data, and retrieve them efficiently. Professional translators
prefer TrMem over MT systems since they can rely on the TrMem output (human trans-
lations), whereas they will have to post-edit many sentences that have been translated by
MT. Since the translation engine of most MT systems can only be marginally parame-
trized or modified by the user, the translator may end up correcting the same mistakes
over and over again.

2.1. Translation Memories versus Machine Translation

Machine translation suffers from the many ambiguities in natural language that can only
be resolved using semantic features, context or world knowledge. But these knowledge
entities are difficult and labor-intensive to come by. Therefore, commercial MT systems
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contain only the most prominent semantic features and little to none context and world
knowledge. Due to this lack they provide only limited translation quality.

TrMem systems are obviously most useful when a source text contains many sen-
tences that have previously been translated. This is typically the case in letters following
business transactions (billing, complaints etc.) that remain the same except for some
product names, amounts, price and date specifications. Other examples are manuals of
updated software that can reuse all translations except for the sections on the updated
functionality.

Moreover, TrMem systems are a lot easier to build than MT systems. One needs
to implement a powerful database to store the sentence pairs, the matching algorithm
(extending the search to similar sentences is the most difficult part), and a pleasant user
interface. An additional sentence alignment tool for entering already translated texts helps
to increase the usefulness. With these modules one can easily use the TrMem system for
numerous different languages. The only limit is given by the support for their respective
character sets (umlauts, diacritics, etc.).

On the contrary, extending an MT system to a new language is a very complex
task. The vocabulary of this language must be collected and stored systematically in a
machine-readable lexicon. Since the minimal size for a useful lexicon is on the order of
several 10,000 entries, this can hardly be done from scratch. The wealth of information
from printed dictionaries must be exploited. But still, the morphological processes (in-
flection, derivation, compounding) need to be implemented. Then, the grammar rules of
the language must be formalized and special parsers are required. Semantic information
needs to be added for nouns, verbs and adjectives in order to reduce the ambiguity in
analysis and synthesis. Recently statistical MT has approached and in some cases even
surpassed the quality of rule-based MT. But it requires parallel corpora from the respective
domain as training material.

Considering all this, we understand that MT systems struggle to find their place be-
tween TrMem (sentence storage) and online dictionaries (in particular terminology data-
bases; word storage). MT systems can quickly produce raw translations for information
skimming. But in order to improve the translation quality the user has to invest a lot of
effort for lexicon updates as well as text preparation (e.g. controlled language input) and
post-editing. MT works best if the source text is from a well defined subject area, all
words are known to the system, and the sentences are simple (few embedding levels and
clear clause boundaries). In other words, an MT system works best if it is clearly tuned
to a certain subject area and text type. But if one has to tune the system so intensely, one
might be better off to use a TrMem, where one can store complete sentences from a given
subject area with their correct translations.

A TrMem is restricted to complete sentences. Only minor modifications can be
applied to stored translations, such as date substitutions. MT on the other hand is too
flexible. It does not account for the interdependencies of words and constituents. We will
sketch a middle pathway between these extremes in this paper.

3. Using the Web

Recently the Web has been used for various tasks in Natural Language Processing. Among
them such prominent tasks as word sense disambiguation (see Turney (2004)) or the res-
olution of ambiguities in attaching prepositional phrases. Concerning the latter, we have
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reported about our experiments on using web search engine frequencies for solving the
prepositional phrase attachment problem for German (see Volk (2001)).

Translators (as many casual users) have found the web a most useful resource
for looking up how a certain word or phrase is used. Since queries to standard search
engines allow for restrictions to a particular language, it has become easy to obtain usage
information which was buried in books and papers (or local databases at best) prior to the
advent of the web. We will summarize two other examples of how a translator may profit
from the web:

3.1. Translating Compound Nouns

Grefenstette (1999) has shown that WWW frequencies can be used to find the correct
translation of German compounds if the possible translations of their parts are known.
He extracted German compounds from a machine-readable German-English dictionary.
Every compound had to be decomposable into two German words found in the dictionary
and its English translation had to consist of two words. Based on the compound segments
more than one translation was possible. For example, the German noun Aktienkurs (share
price) can be segmented into Aktie (share, stock) and Kurs (course, price, rate) both of
which have multiple possible translations. By generating all possible translations (share
course, share price, share rate, stock course, ...) and submitting them to search engine
queries, Grefenstette obtained WWW frequencies for all possible translations. He tested
the hypothesis that the most frequent translation is the correct one. He extracted 724
German compounds according to the above criteria and found that his method predicted
the correct translation for 631 of these compounds (87%). This is an impressive result
given the simplicity of the method.

3.2. Parallel Texts in the Web

Translation Memory systems have become important for translators. But a TrMem system
is of no help when the sentence to be translated is not found in its database. But often
previous translations in the respective domain exist and are published in the web. The
task is to find these text pairs, judge their translation quality, download and align them,
and store them into a Translation Memory.

Resnik (1999) therefore developed a method to automatically find parallel texts
in the web. In a first step he used a query to the AltaVista search engine by asking for
parent pages containing the string "English” within a fixed distance of ”German” in an-
chor text. This generated many good pairs of pages such as those reading ”Click here for
English version” and ”Click here for German version”, but of course also many bad pairs.
Therefore he added a filtering step that compares the structural properties of the candidate
documents. He exploited the fact that web pages in parallel translations are very similarly
structured in terms of HTML mark-up and length of text. A statistical language identi-
fication system determines whether the found documents are in the suspected language.
179 automatically found pairs were subjected to human judgement. Resnik reports that
92% of the pairs considered as good by his system were also judged good by two human
experts. In a second experiment he increased the recall by not only looking for parent
pages but also for sibling pages, i.e. pages with a link to their translated counterpart. For
English-French he thus obtained more than 16,000 pairs.

This approach was further elaborated in Resnik and Smith (2003), where they also
searched URLs for language names or abbreviations. And they added supervised learning
and other measures for determining translation equivalence.

83



The Second Baltic Conference on HUMAN LANGUAGE TECHNOLOGIES, April 4 - 5, 2005

Another approach to finding parallel texts in the web could be to use an MT system.
Given a source language document from the web we can use MT to get a rough translation
of the document. This rough translation is then used as a query to a search engine for
finding human-translated documents in the web. To my knowledge this approach has not
yet been investigated.

As more parallel corpora are gathered from the web, the issue of translation quality
becomes critical. If those corpora shall be used as input for translation memories, only
good translations should be selected. Automatically determining the quality of a given
document pair will become an urgent challenge for natural language processing research.

4. The translation system of the future

Many resources for translation help are now available over the web. This includes bilin-
gual and multi-lingual dictionaries, terminology collections and parallel documents. Fu-
ture translation systems will have to exploit these resources. MT (in the traditional sense)
will only be one part of such a translation systems. A next generation translation system
will also consist of online dictionary access systems, terminology extraction systems and
parallel corpora crawlers.

Given a document to be translated, a future translation system will use it to find
similar documents on the web (as can be done with current search engines). It will then
check whether translations of those documents can also be found.

In this way parallel corpora will be harvested from the web. They will serve as in-
put to Translation Memory systems, but will also be exploited for example-based machine
translation, sometimes also called data-oriented translation (see Carl and Way (2003)).
Towards this goal they will be aligned on the sentence and phrase level. Parallel tree-
banks will help to to train phrase level aligners. Example-based translation will use the
aligned phrases (sometimes even complete clauses) for automatic translation.’

Such a translation system might generate multiple translation alternatives. And it
will use statistical language models to rank the alternatives according to their naturalness
with respect to the target language (as is done in statistical MT today).

If the translation system does not gather the appropriate material to translate com-
plete sentences, it will help on the word level with terminology research and access to
on-line dictionaries.

5. Conclusions

We have argued for an increased interaction of translation help systems with the web.
We believe that the automatic translation system of the future will work with a cascaded
approach. First it will look for exact matches and fuzzy matches of complete sentences. If
it fails to find such a match, it will back-off to smaller units, i.e. phrases and clauses. Such
units are used in example-based translation systems. We are convinced that translation
quality increases if the longest possible units are used in the translation process. Deep
linguistic analysis with word level segmentation and target sentence generation shall only
be used if all other levels failed to provide an appropriate translation.

3Some Translation Memory providers are now offering such features. Here a quote from www.atril.com:
”Déja Vu X’s unique assemble feature combines example-based machine translation ideas with proprietary
research. It takes advantage of the fact that, while sentence repetition may be scarce in many types of texts,
repetition of smaller fragments is much more common.”
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PHONOLOGICAL AND MORPHOLOGICAL MODELING IN
LARGE VOCABULARY CONTINUOUS ESTONIAN SPEECH
RECOGNITION SYSTEM

Tanel Alumée
Tallinn University of Technology (Estonia)

Abstract

This paper describes progress in the development of a large vocabulary continuous speech recog-
nition system for Estonian. The Estonian SpeechDat-like phonetic database, containing telephone
recordings from 1332 different speakers, is used for training acoustic models and testing speech
recognition performance. Clustered triphones with multiple Gaussian mixture components are used
for acoustic modeling. Pseudo-morphemes are used as basic units in a statistical trigram language
model. Automatically derived morpheme classes are used to improve the robustness and coverage
of the language model. The pronunciation dictionary is generated using context-sensitive rewrite
rules. Experimental results show a significant improvement in word error rate with regard to the
baseline system.

Keywords: LVCSR, language modeling, pronunciation modeling

1. Introduction

The objective of our work is to develop methods and technologies that allow building
practical large vocabulary continuous speech recognition systems for Estonian. Estonian
is an agglutinative language, thus it’s words are heavily inflected depending on their syn-
tactic role. This makes the number of distinctive words in the language very large. To
reduce OOV rate, inflected words can split into stems and endings using a morphoanalyt-
ical tool. It has been shown that this approach significantly improves the performance of
Estonian LVCSR (Alumae 2004).

This paper describes our experiments in the domain of large vocabulary contin-
uous speech recognition using the recently completed SpeechDat-like phonetic database
for training and testing. Pseudo-morphemes (stems, endings and compound particles) are
used as basic units in a statistical trigram language model. The units are automatically
clustered into classes in order to increase language model robustness and coverage. To
better model the Estonian phonology, a set of context sensitive rewrite rules were devel-
oped for generating the pronunciation dictionary. The performance of the LVCSR system
is evaluated on the sentence utterances in the SpeechDat-like database.
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2. Speech database and text corpora

2.1. The speech database

The SpeechDat-like speech database project was launched at the Institute of Cybernet-
ics in 2002 (Meister et al. 2002). It was aimed to collect telephone speech from a large
number of speakers for speech and speaker recognition purposes. More than 1000 speak-
ers were expected to participate in the recordings, later the goal was extended to 2000
speakers. Due to well established design principles, the SpeechDat databases, especially
Finnish SpeechDat, was chosen as the prototype for the project.

The main technical characteristics of the database are as follows: sampling rate
8 kHz, 8-bit mono A-law encoding, calls from fixed and cellular phones as the signal
source, calls from both home and office environments.

Each recording session consists of a fixed set of utterance types, such as isolated
and connected digits, natural numbers, money amounts, spelled words, time phrases, date
phrases, yes/no answers, person and company names, application words and phrases,
phonetically rich words and sentences.

All acceptable quality recording sessions have been orthographically transcribed.
Different noises in the utterances were also annotated. The five different noise types are:
filled pauses and hesitations ([fil]); speaker noises, such as lip smacks, laugh, throat clear
([spk]); intermittent noises, such as door slams, music, phone ringing ([int]); stationary
noises, such as sound of a car engine or street noise ([stat]); unintelligible speech (**).

The collecting of the database ended in the beginning of 2004. The final number of
“good” recording sessions, including truncated but otherwise acceptable sessions, is 2969.
As many speakers were asked to call 10 times, the total number of different speakers is
1332. The number of acceptable utterances is 177 793. This totals in about 241.1 hours
of audio data. The number of different words in the database is 11 731.

For speech recognition experiments, the database was divided into training and
test set. Test set was composed by randomly selecting 300 speakers out of those who only
called once.

2.2. Text corpora
For language model training, a part of the Tartu University corpus of Estonian literary
language was used. The used part contains approximately 15 million words. Most of the
texts come from two national newspapers, “Postimees” and “Eesti Ekspress”, and only
about 5% from original prose written in 1990s.

For language model evaluation, the transcriptions of the long sentences in the
SpeechDat-like speech database were used. The texts are relatively neutral in style, re-
sembling more fiction than newspaper articles.

3. LVCSR system

3.1. Language modeling

To cope with the huge number of different word forms resulting from the agglutinative-
ness of the Estonian language, pseudo-morphemes are used as basic units in the statis-
tical trigram language model. The language model training texts are processed by the
morpheme analyzer (Kaalep and Vaino 2000), which marks the boundaries of word com-
pounds in compound words, and marks the boundaries between stem and ending in in-
flected word forms. The word forms are split at word compound separators as well as
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stem-ending separators, if the resulting ending is more than one grapheme long. The end-
ings are tagged so that the they are modeled separately from the stems that have the same
orthography. The tagging also enables to reconstruct words forms from shorter segments
after decoding. Compound words are modeled as separate words. The approach is similar
to the one used in earlier experiments (Alumée 2004).

The pseudo-morpheme based trigram LM was computed using the SRILM toolkit
(Stolcke 2002) using the 60 000 most frequent units as vocabulary. The cutoff value for
bigrams and trigrams was 2. Kneser-Ney smoothing method (Kneser and Ney 1993) was
used. Discounted n-gram probabilities were interpolated with lower-order estimates. The
resulting model has estimates for 1 182 039 bigrams and 1 344 910 trigrams.

In order to better generalize to unseen and rare word sequences, a class-based
morpheme trigram model was created. We used the perplexity minimization algorithm
(Brown et al. 1992) implemented in SRILM to automatically derive morpheme classes
from the training texts and trained a morpheme class trigram model. The number of
classes was fixed to 800 based on our earlier experience (Alumée 2004).

Language model performance was measured on the transcriptions of the sentences
in the speech database test set. The corresponding utterances were later used for measur-
ing recognition performance. The perplexities using different interpolation weights are
shown on Figure 1(a). The best perplexity (578) was observed when the interpolation
coefficient of the class-based model was 0.4. This is a 12% improvement over the pure
morpheme model (perplexity 653). The out-of-vocabulary rate of the model is 4.2%.

3.2. Phonological modeling

In earlier systems, we have used a phone set and pronunciation dictionary that is com-
posed almost directly from orthography. This is without doubt not optimal for speech
recognition.

The proposed phonological modeling is based on research by Eek and Meister
(1999). The basic units are 25 segmental phonemes (9 vowel and 16 consonant phonemes).
Long monophthongs and diphthongs are considered as sequences of two segmental pho-
nemes. The only exception here are plosives, which in the proposed system are mod-
eled by different units for short and long duration (this is contrary to Eek and Meister
(1999)). The palatalized and non-palatalized versions of many consonants are modeled
by the same unit. This is due to the fact that the it is difficult to determine palatalization
from word orthography, and the palatalized and unpalatalized versions of a word map
to the same orthographic word, making such differentiation obsolete for speech recogni-
tion. The spectral differences in palatalized and unpalatalized phonemes are hoped to be
modeled well using Gaussian mixtures in acoustic models.

It is well known that Estonian has three distinctive duration degrees. However, lis-
tening tests have shown the existence of only two (short vs. long), not three phonological
degrees on segmental and syllabic levels. The threefold distinction can be made only if
information from the next syllable is available. Thus, the proposed system models only
short and long durations, as the overlong duration cannot me modeled with traditional
HMM-based approach.

The pronunciation dictionary that implements the phonology was generated using
a set of context sensitive rewrite rules. The rules were developed in a test-driven way:
pronunciations of about 1000 phonetically balanced words were collected from the doc-
umentation of the BABEL Estonian speech database (Eek and Meister 1999). The words
were processed through a morphological analyzer that marked the separator between word
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compounds. Next, new ad-hoc regular expression based rules were added to the rule set
until the rule-generated pronunciations of the sample words matched their actual pronun-
ciation. It turned out that most of the rules deal with rewriting plosive durations in various
contexts, as this is where the orthographic transcription differs from phonetic transcrip-
tion the most. The rule set can handle correctly only non-compound words and words
were the compound separator has been specially annotated.

3.3. Acoustic modeling

The open source SphinxTrain toolkit was used for training the acoustic models. Models
are created for 25 phonemes, the five filler/noise types and silence.

All audio was converted from 8-bit A-law to 16-bit linear encoding, as the feature
extractor program cannot handle A-law data. For acoustic features, MFCC coefficients
were used. The coefficients were calculated from a frequency band of 130 Hz - 3400
kHz, using a preemphasis coefficient of 0.9. The window size was 0.0256 seconds and
the frame rate was 100 frames/second. A 512-point FFT was used to calculate 31 filter
banks, out of which 13 cepstral coefficients were calculated.

All units are modeled by continuous left-to-right HMMs with three emitting states
and no skip transitions. The output vectors are 39-dimensional and are composed of 13
cepstral coefficients, 13 delta cepstra and 13 double delta cepstra.

The training process started with creating of context-independent models which
were initialized from flat start. The flat-start models were re-estimated through Baum-
Welch algorithm until the improvement in the total log likelihood of the models of the
last iteration was less than a given constant. Next, context-dependant untied models were
created for all triphones that are present in the training data. Here, word beginning, word
ending, word internal and single word triphones are all treated separately. The number
of unique triphones was 10380. The untied triphones were cloned from their correspond-
ing monophone models and reestimated until convergence. Once the untied models were
computed, decision trees for HMM state tying were built. The linguistic questions for
decision trees were created automatically from context independent model statistics us-
ing the bottom-up top-down clustering algorithm implemented in SphinxTrain. After
the creating of the decision trees, they were pruned to have exactly 8000 unique leaves,
which is the number of senones the tied models would have in total. Then, tied-state tri-
phone models were trained. Tied-state models were initialized from corresponding untied
models and reestimated. Finally, the models were successively split to have 2, 4 and 8
Gaussian mixture components, and reestimated after each split until convergence.

4. Recognition experiments

The recognition experiments were performed using the Sphinx4 (Lamere et al. 2003)
toolkit. For the experiments that used a class-based language model, custom Java classes
were developed.

Utterences from the speech database test set were used for recognition. There were
totally 2359 sentence utterances in the test set, but in order to reduce the time needed
for experiments, only every 7th was used, which resulted in 342 utterances. Error rates
including substitution, deletion and error rates were measured for non-compound word
units. The language model uses pseudo-morphemes as basic units, but the recognized
morphemes were merged back to words before comparing with reference transcriptions.
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Figure 1: Language model perplexity (a) and word error rates (b) using different interpo-
lation weights of the class-based language model.

As the concept of compound words is not implemented in the language model, the refer-
ence transcriptions were processed by a morphological analyzer and the compound words
were split into separate words.

First, the performance of the baseline system was measured. The baseline system
uses a pseudo-morpheme based trigram language model with a simple orthography-based
pronunciation dictionary. The word error rate for this system was 42.9%. Then, ex-
periments using the class-based language model interpolated with the morpheme-based
model were performed, using varying interpolation weights. The best word error rate was
observed when the interpolation weight was 0.5 — the word error rate of 41.5% is a 3.3%
relative improvement over the baseline system.

Next, experiments using the proposed phonological modeling were made. The
system with a pseudo-morpheme based language model achieved word error rate of 42.2%
which is a 1.6% relative improvement over the baseline system. Using the class-based
model, the best result was observed at interpolation coefficient of 0.4 (i.e. biased towards
the morpheme-based model), which had a word error rate of 40.4% and a word accuracy
of 63.9%. This is a 5.8% relative improvement over the baseline system and a 2.7%
relative improvement over the similar class-based system that used simple orthography-
based phonology.

The word error rates of all experiments are shown on Figure 1(b).

5. Conclusions

We investigated the performance of Estonian large vocabulary speech recognition based
on the SpeechDat-like speech database. To reduce the high OOV rate caused by the
agglutinativeness of the language, we used pseudo-morpheme based units for language
modeling. In order to increase language model robustness and coverage, we automat-
ically induced 800 morpheme classes from text corpora statistics, and interpolated the
morpheme-based language model with the class-based model. This resulted in 12% rel-
ative improvement in language model perplexity and 3.3% improvement in word error
rate.
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To better model Estonian word pronunciations, we slightly changed the baseline
phone set and used a set of context sensitive rewrite rules for generating the pronunciation
dictionary. This together with a class-based language model resulted in our best word
error rate of 40.4% which is a 5.8% relative improvement over the baseline results. The
recognition accuracy was 63.9%.

The word error rate of 40.4% is quite high for large vocabulary speech recognition.
However, it must be noted that the training and test data was telephone speech and often
not very intelligible even for human listener. The biggest impact on the high word error
rate should lie in language modeling — the perplexity of 578 and out-of-vocabulary rate of
4.2% is high even compared to other similar languages. The main reasons for this should
lie in the relatively small size of the training text corpora and the relative complexity and
domain-difference of the test sentences.
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TOWARDS A PHONOLOGICAL MODEL OF
ESTONIAN INTONATION

Eva Liina Asu
Institute of the Estonian Language, Tallinn, Estonia

Abstract

The first systematic study of standard Estonian intonation is presented in Asu (2004) where both
read and spontaneous speech are analysed within the autosegmental-metrical framework of
intonational analysis. The present paper discusses options of representing the phonology of
Estonian intonation by a model capturing various co-occurrence restrictions which characterise
the Estonian intonational phrase. First, the possibility of representing Estonian intonational
grammar by a linear finite-state model in the form of a transition network such as Pierrehumbert’s
(1980) model of American English is examined. Second, the structure of Estonian tunes is
considered within a hierarchical model such as Ladd’s (1996) modification of Pierrchumbert’s
finite-state grammar. It emerges that a certain differentiation between prenuclear and nuclear
accents is needed because of the occurrence patterns of the three types of rising tunes. Also, the
representation of Estonian tunes in a model where the prenuclear pitch accents are constrained to
be the same is problematic. This is due to certain co-occurrence restrictions particularly in the
patterns including low accents (H+L*). A multi-layered finite-state grammar is proposed for the
phonological generation of Estonian intonational tunes which could serve as a starting point for
further work in developing a probabilistic computational model of Estonian intonation.

Keywords: intonational phonology, autosegmental-metrical theory, modelling, finite-state
grammar, prenuclear and nuclear accents, intonational tunes, co-occurrence restrictions, low
accentuation

1. Introduction

Since the late 1970s, it has been widely accepted that intonation, like the segmental part
of the sound system of languages, is phonologically structured (Ladd 1996). This means
that the mapping between the meaning of utterances and the fundamental frequency
contour (FO) involves abstract pitch elements, equivalent to the vowels and consonants
of segmental phonetics, that mediate between the meaning of the utterance and the
actual sound in language-specific ways. The most commonly used phonological
framework for intonational studies at the moment is the autosegmental-metrical (AM)
theory that represents pitch contours as sequences of discrete intonational events,
distinguishing between pitch accents and edge tones. In AM, pitch accents are analysed
as consisting of High (H) and Low (L) level tones, or pitch targets, which are associated
with metrically strong (stressed) syllables or boundaries. In the original view
(Pierrehumbert 1980) all pitch accents consist of a single H or L tone, or a combination
of two tones. The tone of a pitch accent which associates to a stressed syllable is
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indicated with an asterisk, as either H* or L*. In addition to this central (or ‘starred’)
tone, a pitch accent may contain a ‘leading’ (e.g. H+L*) or ‘trailing’ tone (e.g. H*+L).

The first systematic description of Estonian intonation within the AM framework
is presented in Asu (2004). Based on this analysis the present paper discusses options of
representing the phonology of Estonian intonation within a finite-state grammar - a
simple generative device that works through an utterance from left to right. In the
generation process, after the selection of the first element, the possibilities of occurrence
of all other elements are determined by the nature of the elements preceding them
(Crystal 1991: 137).

2. Finite-state grammars for English

In Pierrehumbert’s (1980) original proposal for American English, tonal sequences for
an intonational phrase are generated by a finite-state grammar which is represented as a
transition network as shown in Figure 1. According to the grammar, tunes consisting of
any combination of pitch accents and any phrase accent and boundary tone are well
formed. No co-occurrence restrictions among pitch accents are expressed even if these
are in principle not ruled out.

Boundary tone Pitch accents Phrase accent Boundary tone

Figure 1. The finite-state grammar of English intonation after Pierrehumbert
(1980: 13)

In Pierrehumbert’s (1980) model, no distinction is made between prenuclear and
nuclear accents. The nuclear accent is merely the last pitch accent in the intonational
phrase. After an initial boundary tone any of the seven pitch accents can be chosen and
then, as indicated by the leftward pointing arrow on the empty loop, the full inventory is
again available. This recursion can be repeated an indefinite number of times, at least in
theory.

Ladd (1996: 211), however, argues for the special status of nucleus, which
according to him is not incompatible with the basic AM assumption that intonation
contours consist of strings of pitch accents. He offers a modification of Pierrehumbert’s
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finite-state grammar that distinguishes between prenuclear accents and the nucleus.
Ladd’s modified grammar is replicated in Figure 2. According to this grammar a tune
consists of at least one accent, the nucleus. This minimal tune is indicated by the
rightward pointing arrow on the empty loop under the prenuclear accents. The nuclear
accent may be preceded by one or several accents but the grammar allows only for
identical prenuclear accents (as indicated by the backward pointing arrows on the small
recursion loops). Any nuclear accent can follow any prenuclear accent.

Boundary Prenuclear Nuclear Phrase Boundary
Tone Accents Accent Tone Tone

Figure 2. Ladd’s (1996: 211) modification of Pierrehumbert’s (1980) finite-state
grammar

Ultimately, Ladd (1996) is arguing in favour of a hierarchical structure of tunes,
which would mean a tune being more abstract than just a string of tones. In doing that
he in principle returns to the British tradition of intonational representation (see e.g.
Cruttenden 1997) claiming that tunes are structured in terms of nuclear, prenuclear and
postnuclear elements (i.e. Nucleus, Head (and Prehead) and Tail in terms of the British
tradition). In keeping with the British tradition, Ladd (1996: 218) assigns the nucleus
the focus signalling role as the most prominent accent.

Dainora (2001, 2002) proposes a hierarchical model of intonation for American
English which unlike Pierrehumbert’s (1980) finite-state grammar, but similar to Ladd’s
(1996) proposal, distinguishes between non-final and final elements in the intonational
phrase. Dainora (2001) modifies Pierrehumbert’s approach by taking into account the
statistics of pitch accent co-occurrence building a probabilistic second order Markov
model, which shows that tones have a tendency to combine in predictable patterns.

3. Preliminaries to a grammar of Estonian tunes

The inventory of Estonian pitch accents and boundary tones found in Asu (2004)
consists of both monotonal and bitonal accents. In the case of bitonal pitch accents both
trailing and leading tones are allowed (i.e. the inventory is mixed-headed). Generally,
there is no need for a boundary tone specification in Estonian utterances. The most
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frequently occurring pitch accent in both nuclear and prenuclear position is an H*+L
where an accented high syllable is immediately followed by a fall to a low tone. A
sequence of such accents forms the ‘default’ pattern of Estonian intonation. Other tunes
distinguished are the so-called ‘stepping-pattern’ (similar to that common in English),
various patterns containing low accentuation, and rising tunes.

It would be possible to generate Estonian tunes using a grammar similar to that
suggested by Pierrehumbert (1980), but in a way which fails to reflect the constraints of
the language, because her finite-state grammar generates any possible sequence of pitch
accents, occurring and non-occurring alike. On the other hand, Ladd’s (1996) finite-
state model, presented in Figure 2, severely constrains the structure of the prenuclear
part of the tune. In the following, it will be considered how these restrictions are borne
out by Estonian tunes.

3.1. Representation of rising tunes and the ‘stepping pattern’

An Estonian tune that can be straightforwardly represented in Ladd’s (1996) model,
allowing only for identical prenuclear accents, is the so-called ‘default’ pattern
consisting of a sequence of H*+L accents. The only obligatory part in this tune is the
nucleus.

Similarly straightforward cases for the model to generate are the tunes with
different rising nuclear patterns. Asu (2004) distinguished three different rising tunes
which were analysed according to the level at which the rise starts (either L* or H¥) and
the boundary (plateau, i.e. non-specified %, or a rising movement near the boundary, i.e.
H%): L*+H %, L* H% and H* %. All three postulated ‘rising’ nuclear accents can be
preceded by one or more H*+L accents or no prenuclear accent. In Asu (2004), the
L*+H accent was never shown to appear in the prenuclear position.

The so-called ‘stepping pattern’ is a tune consisting of a sequence of
downstepped H+!H* accents, the first pitch accent of the phrase being an H* rather than
an H+!H*. In order to fit this into the model the H* accent has to be underlyingly
accounted for as an H+!H*. The nucleus in the ‘stepping pattern’ after a sequence of
(H+!)H* accents can be either an H+!H* or H+L*, which is not problematic for the
model because the nucleus can be chosen independently of the prenuclear accents.
Allowing for the abstraction of the first prenuclear accent it is possible to account for
this pattern in Ladd’s model.

3.2. Representation of tunes with low accentuation

Asu (2004) distinguishes between three different tunes containing low accentuation
which are labelled depending on where in the utterance the first low accent occurs. The
extreme case of low accentuation is the so-called ‘low a2/al’ pattern where all the
accents are low i.e. the pattern consists of a sequence of H+L* accents. The problem for
the representation here is posed by the first accent in the sequence. In the phonological
analysis of such patterns in Asu (2004) it was presumed that the H in the first accent is
truncated. It is only with this abstraction of allowing the first L* to be ‘underlyingly’
H+L* that it is possible to fit the ‘low a2/al’ tune in the model.

In the so-called ‘low a4’ pattern the prenuclear accents are H*+L until just
before the low nucleus where the last accent before the nucleus is an H*. The
representation of these patterns within Ladd’s model is possible only when the L in the
last H*+L accent is deleted following the tonal linking rules proposed by Gussenhoven
(1984), and accordingly the last prenuclear accent surfaces as an H*.

The real problem for Ladd’s model is, however, posed by the so-called ‘low a3’
pattern where there is no unity to the prenuclear component because the pattern changes
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halfway through the tune: H*+L H* H+L* H+L* H+L*. Even if we allow for the H* to
be underlyingly H*+L with a deletion as in the representation of the ‘low a3’ pattern we
still have to account for the last two prenuclear accents being different from the first two
accents. The ‘low a3’ pattern seems to suggest that the choice for the nucleus is
predetermined on accent 3. If the nucleus is H+L* the penultimate accent can be H+L*,
and only if the penultimate accent is H+L* can the antepenultimate pitch accent be low,
and so on.

Thus, there are two major problems with representing Estonian tunes within
Ladd’s (1996) finite-state grammar. First, the recursive loops in the model allow only
for a sequence of identical prenuclear pitch accents. Second, the model does not provide
for the determination of the nucleus by the prenuclear pitch accent.

4. Finite-state grammar of Estonian intonation

Figure 3 presents an alternative finite-state grammar for generating all the Estonian
tunes discussed above. On the whole there does not seem to be evidence that the
distinction between prenuclear and nuclear accents plays an important role in Estonian
intonational choices. Still, a certain differentiation between the two is needed because
the three types of rising tunes do not occur in prenuclear position but as the only or the
last accents of the intonational phrase. Therefore, accents that can function both as
prenuclear and nuclear are indicated by a recursive loop as these are the ones that the
grammar allows to be repeated, whereas those not marked with a recursive loop are the
ones that only occur as nuclear accents.

Y O\ N ¥

% H*+L > H+L* %
H+!H*
H#*
L*+H
L#

Figure 3. A finite-state grammar to generate Estonian tunes

In the generation of the ‘default’ pattern, the recursive loop on the H*+L accent
indicates that the accent can be repeated several times, after which the empty loop
connects the accent with the boundary tone. In order to generate the ‘low a4’ pattern the
H+L* accent is chosen after one or several H*+L accents as the last accent of the
intonational phrase before the boundary. In the ‘low a3’ pattern, the H+L* accent is
chosen as accent 3 after two cycles of the H*+L loop, and repeated as many times as
needed. In the generation of the ‘low a2/al’ pattern, the empty loop connecting the
initial boundary to the H+L* accent makes it possible to choose the H+L* accent as the
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first accent of the intonational phrase, and the recursive loop on the accent shows that it
can be repeated several times.

5. Conclusion

This paper has discussed the structure of Estonian tunes with a view to representing
Estonian intonational phonology within a finite-state model such as Ladd’s (1996). It
was shown that the representation of Estonian tunes in a model where the prenuclear
pitch accents are constrained to be the same is problematic. This is due to certain co-
occurrence restrictions particularly in the patterns including low accents. A multi-
layered finite-state grammar was proposed for the generation of Estonian intonational
tunes listed in Asu (2004). This grammar could serve as a starting point for further work
in developing a probabilistic computational model of Estonian intonation.
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THE “KIEL CORPUS OF READ SPEECH” AS A RESOURCE
FOR PROSODY PREDICTION IN SPEECH SYNTHESIS

Caren Brinckmann
Institute of Phonetics, Saarland University (Saarbriicken, Germany)

Abstract

The naturalness of synthetic speech depends strongly on the prediction of appropriate prosody. For
the present study the original annotation of the German speech database “Kiel Corpus of Read
Speech” was extended automatically with syntactic features, word frequency, and syllable bound-
aries. Several classification and regression trees for predicting symbolic prosody features, postlex-
ical phonological processes, duration, and FO were trained on this database. The perceptual eval-
uation showed that the overall perceptual quality of the German text-to-speech system MARY can
be significantly improved by training all models that contribute to prosody prediction on the same
database. Furthermore, it showed that the error introduced by symbolic prosody prediction per-
ceptually equals the error produced by a direct method that does not exploit any symbolic prosody
features.

Keywords: text-to-speech, database, CART, symbolic prosody prediction, postlexical processes,
duration prediction, FO prediction, perceptual evaluation, German

1. Introduction

The first text-to-speech (TTS) systems relied mostly on rules that were hand-crafted by
human experts. For more than a decade, these hand-crafted rules have been successively
replaced by models that are automatically trained on annotated corpora with machine
learning (ML) methods. Nowadays, intelligibility is no longer a problem for most TTS
systems, whereas naturalness can still be improved. One important factor for natural
sounding synthetic speech is the prediction of appropriate prosody, i.e. speech rhythm
and melody. In many TTS systems the following modules contribute to the prosodic
structure of the generated output:
e symbolic prosody prediction: prosodic boundaries, accents (location and type of
accent), and intonation contours or boundary tones
e prediction of postlexical phonological processes: phonemic deletions, replacements,
and insertions (e.g. schwa deletion and assimilation of nasals in German), influenc-
ing the rhythmic structure of the synthesised utterance
e prediction of acoustic parameters': duration of realised phonemes and pauses, FO
(fundamental frequency) of voiced phonemes.

! Other acoustic parameters such as intensity or spectral quality could also be predicted.
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Many studies concerning ML-based prosody prediction focussed on the improve-
ment of models for one particular prediction task, e.g. symbolic prosody prediction, du-
ration prediction, or prediction of FO values (cf. Fackrell et al. 1999). Furthermore, the
evaluation of the automatically trained models was mostly corpus-based, comparing the
predictions of the respective model with the actual realisations in a speech database.
However, the implementation of a specific prediction model into an existing TTS sys-
tem might not result in perceptually improved synthetic speech. For example, Brinck-
mann and Trouvain (2003) compared ML-based duration prediction (a regression tree)
with a rule-based duration prediction model (Klatt rules adapted to German). In terms of
“objective” corpus-based evaluation measures (RMSE and correlation), the automatically
trained regression tree outperformed the Klatt rules. As long as the input to the duration
models was optimal, the regression tree was also perceptually superior to the Klatt rules,
but when the models were implemented into the German TTS system MARY (Schroder
and Trouvain 2003), the perceptual differences disappeared. The main reasons for this
masking effect are the inheritance of error in a complex modular TTS system and the fact
that not all models contributing to prosody prediction are based on the same data.

The present study uses the German speech database “Kiel Corpus of Read Speech”
(KCoRS) comprehensively for all prosody prediction tasks. The KCoRS comprises over
four hours of labelled read speech and is available on CD-ROM (IPDS 1994). As de-
scribed in Section 2, the original annotation of the KCoRS was extended with additional
features that were added mainly with pre-existing tools. On this extended database, sev-
eral classification and regression trees (CARTSs) were automatically trained for all prosody
prediction tasks. The corpus-based evaluation measures are given in Section 3. The per-
ceptual evaluation described in Section 4 showed that the output of MARY can be signif-
icantly improved by training all models that contribute to prosody prediction on the same
database. Furthermore, it showed that the error introduced by symbolic prosody predic-
tion perceptually equals the amount of error produced by a direct method that does not
exploit any symbolic prosody features.

2. Database

The textual material of the KCoRS consists mostly of isolated sentences taken from a
variety of contexts: train timetable queries, phonetically balanced material, and two very
short stories. In total, these are 624 sentences, containing 4932 word tokens and 1673
word types. The recordings of two speakers (male speaker kko/k61 and female speaker
rtd/k62), who read the entire material, were used for this study.

The segmental labelling of the KCoRS is essentially phonemic with some phonetic
additions (e.g. plosive release phase, glottalisation, and nasalisation). Deviations of the
realised form from the lexical phonemes (i.e. deletions, replacements, and insertions) are
annotated. Orthography, punctuation marks, as well as sentence and word boundaries are
also included in the annotation.

The prosodic annotation incorporates the following domains: lexical stress, ac-
cent, intonation contour, prosodic phrase boundaries, and pauses. The accent labels in-
clude information about accent location and type (6 categories), degree of accentuation (4
categories), and upstep. The phrase-final intonation contours are labelled with 5 different
main categories.
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The original annotation was automatically extended with the following features:

e sentence type: statements, exclamations, and 6 different question types

e part-of-speech tags, assigned with the statistical tagger TnT (Brants 2000)

e syntactic phrases of limited depth, assigned with a statistical chunk tagger (Skut
and Brants 1998) and the SCHUG parser (Declerck 2002)

e grammatical functions of syntactic phrases, assigned with the SCHUG parser

e word frequency measures from the lexical database CELEX (Baayen et al. 1995)

e gsyllable boundaries, assigned with a simple algorithm based on standard phonotac-

tic principles of German.

3. Prosody prediction with CARTs

CARTSs? were trained — using the data
of speaker kko/k61 and rtd/k62 sepa-

Table 1: Mean evaluation measures (across both
speakers) for the trained CARTs

rately — for the prediction tasks listed in prediction task Symbolic  Direct
Table 1. For the prediction of postlexi- [ symbolic prosody: accuracy
cal processes and acoustic parameters prosodic boundary 95.4% _
two types of trees were trained: The | degree of accentuation 88.5% _
first type (Symbolic) uses symbolic | accent location 92.9% -
prosody features, whereas the second | accent type 56.2% _
type (Direct) predicts all segmental | phrase-final contour 77.8% -
features without preceding symbolic [ postlexical processes: accuracy
prosody prediction (see Figure 1). type of change 93.7%  93.1%
Mean evaluation measures (av- | replacement rule 93.2%  93.4%
eraged over both speakers’ trees) are | gcoustic parameters: correlation
given in Table 1. Accuracy of accent | Juration 0.59 0.56
type prediction is rather low (56.2%), | median FO 0.73 0.64
but closer inspection revealed e.g. that | Jast FO in phrase 0.72 0.53

the three peak categories are mostly
confounded with one another. The acoustic parameters were predicted as z-scores, SO
the correlation coefficients are also given in terms of z-scores. For a detailed description
of input features, training regime, and results, see Brinckmann (2004).

4. Perceptual evaluation

The corpus-based evaluation measures implicitly assume the realisations of one partic-
ular speaker as gold standard. However, usually there are several acceptable ways to
produce an utterance, and listeners may have differing idiosyncratic preferences. In order
to avoid implementing “improvements” to the TTS system that are not accepted by the
listeners, the predictions were evaluated by measuring subjective listener preferences with
the Comparison Category Rating (CCR) method of ITU-T recommendation P.800 (ITU-T
1996).

One female and one male diphone-based MBROLA voice (Dutoit et al. 1996)
implemented in MARY were used to synthesise 20 sentences. These 20 sentences were
randomly selected from the KCoRS and had not been used as training, validation or test
items for the CARTS.

2 All CARTs can be downloaded from http://www.brinckmann.de/KaRS/
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Three different prosody prediction methods were used to synthesise each sentence:

e MARY: original MARY system (using hand-crafted rules for prosody prediction)

e Symbolic: phoneme identity, duration and FO values are predicted with CARTs,
including intermediate symbolic prosody prediction

e Direct: direct prediction of phoneme identity, duration and FO values with CARTs,
without using any symbolic prosody features.

In addition, every sentence was copy-synthe-
sised by taking the values for phoneme identity,
duration and FO directly from the respective re-
alisation in the KCoRS.

The TTS architecture used for Symbolic
and Direct is shown in Figure 1. The archi-
tecture of the original MARY system is almost
identical to Symbolic except for some minor
differences in the syntactic analysis and the fact
that the original MARY system implements all
prosody prediction modules with hand-crafted
rules instead of CARTS.

The synthesised stimuli were presented
to 30 native German speakers by pairs A-B or
B-A, where A was copy-synthesised and B used
one of the three different prosody prediction
methods. The listeners had to judge the over-
all quality of the second sample relative to the
overall quality of the first sample using a 7-
point scale (from 3 = much better to —3 = much
worse). The comparison opinion scores (COS),
which are presented in terms of the order A-B,
were used to compute comparison mean opin-
ion scores (CMOS) for each prosody prediction
method, synthesis voice, and listener group.

An analysis of the results (with ANOVA
and Tukey HSD) showed that MARY (CMOS
—1.55) received significantly lower ratings than
both Symbolic (—0.76) and Direct (—0.80). As
shown in Figure 2, only 15.4% of all MARY
stimuli have a COS of 0 or higher, whereas
38.9% Direct and 39.4% Symbolic stimuli are
rated having a similar or better quality than the
copy-synthesised utterance from the KCoRS.

text input

preprocessing
tokeniser and text normalisation

v

syntactic analysis
- part-of-speech tags and word frequencies
- syntactic chunks and grammatical functions
- sentence types

grapheme-to-phoneme conversion
canonic phonemes, word stress, syllable boundaries

'

| prediction of pauses (location + duration)

rl

symbolic prosody prediction
- prosodic boundaries
- accents (location, type, degree of accentuation)
- last intonation contour of prosodic phrase

I_+

prediction of postlexical processes
| ic deletions and repl

not using any symbolic

using symbolic
prosody features

prosody features

v

prediction of acoustic parameters
- duration
- median FO (for sonorants and vowels)
- last FO of prosodic phrase / inter-pause stretch

not using any symbolic
prosody features

using symbolic
prosody features

| MBROLA synthesis |
‘ .Symbolic ) ( -Direct )

Figure 1: TTS architecture with Sym-
bolic and Direct prosody prediction.
The shaded modules are implemented
with CARTs

Symbolic and Direct did not differ significantly for either MBROLA voice.

Listeners having no or little prior experience with speech synthesis generally gave
higher ratings (CMOS —0.98) than regular users or synthesis experts (—1.11). CMOS for
MARY was especially low for experts/regular users (—1.71).
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5. Discussion and outlook

The perceptual evaluation showed that all 100% 1%...

three prosody prediction methods mostly & 90% H

received negative COS. Thus, one can _czs 80% L~ Symbolic
generally take the copy-synthesised natu- 2 70% A g Direct
ral utterances as gold standard. However, % 60% - + MARY
there are some exceptions where copy- = 50% 1 '

synthesis was rated as inferior to a pre- & 40%

diction method. This could be due to id- g 30% A

iosyncratic preferences of the listeners or % 20%

to the limitations of MBROLA synthesis. & 10% s
For example, the two German MBROLA 0% -—————%
voices do not allow separate modelling of 302 - C 8S 23

plosive closure and release, even though
plosive releases are deleted much more
often in German speech than the respec-
tive closures. Furthermore, intensity and
spectral quality of the concatenated di-
phones cannot be controlled.

Both ML-based prosody prediction methods Symbolic and Direct were found to be
perceptually superior to the original rule-based MARY method. This shows that the out-
put of a TTS system can be significantly improved by training all models that contribute
to prosody prediction on the same database.

The two ML-based methods did not differ significantly in the perceptual evalua-
tion. Thus, it can be concluded that the symbolic level of prosody prediction can be safely
skipped. On the other hand, the inclusion of symbolic prosody prediction is not detri-
mental either. The error introduced by symbolic prosody prediction perceptually equals
the amount of error produced by the direct method that does not exploit any symbolic
prosody features. Therefore, the decision whether or not to include the symbolic predic-
tion can be based entirely on the purpose of the synthesis system. If it is an instructional
or research tool (such as MARY), one should include the symbolic prediction level, if it
is just a “black box” for the user, one can use the direct prediction method.

As a general rule, the more experienced a TTS user, the higher his or her ex-
pectations regarding naturalness. If we aim for a wider usage of speech synthesis, it is
necessary to further improve it. More time and effort could be spent introducing other fea-
tures and trying out different machine learning methods. However, it is doubtful whether
the resulting models would lead to a perceptually improved output. The limitations of the
KCoRS and MBROLA might have been reached with the presented approach.

One major drawback of the KCoRS is its textual material consisting almost entirely
of isolated sentences. In order to model prosodic properties of longer texts, a corpus of
read newspaper texts or radio news should be exploited. An even more promising ap-
proach is to try a different synthesis method, namely non-uniform unit selection, which
generally produces more natural sounding output. However, the available speech material
per speaker in the KCoRS is not sufficient for a reliable unit selection speech synthesiser.
Therefore, it would be worthwhile to produce such a large labelled speech corpus for Ger-
man. With this corpus of read speech, one could also include breathing pauses occurring
in read speech, making the generated output sound more natural.

Figure 2: Relative frequency of exceedance
of comparison opinion scores (COS), i.e. per-
centage of ratings that are greater than or
equal to the respective COS value, for the
three prosody prediction methods
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MORFESSOR AND HUTMEGS: UNSUPERVISED MORPHEME
SEGMENTATION FOR HIGHLY-INFLECTING AND
COMPOUNDING LANGUAGES

Mathias Creutz', Krista Lagus', Krister Lindén'2, Sami Virpioja'
! Helsinki University of Technology (Finland)
2 University of Helsinki (Finland)

Abstract

In this work, we announce the Morfessor 1.0 software package, which is a program that takes as
input a corpus of raw text and produces a segmentation of the word forms observed in the text.
The segmentation obtained often resembles a linguistic morpheme segmentation. In addition, we
briefly describe the Hutmegs package, also publicly available for research purposes. Hutmegs con-
tains semi-automatically produced correct, or gold-standard, morpheme segmentations for a large
number of Finnish and English word forms. One easy way for the reader to familiarize himself with
our work is to test the demonstration program on our Internet site. The demo shows how Morfessor
segments words that the user types in.

Keywords: unsupervised morpheme segmentation, morphology discovery and induction, language-
independent, gold-standard, public resources, demo, Finnish, English

1. Introduction

In the theory of linguistic morphology, morphemes are considered to be the smallest
meaning-bearing elements of language. Any word form can be expressed as a combi-
nation of morphemes, as for instance the following English words: ‘arrange+ment+s,
foot+print, mathematic+ian+’s, untfail+ing+ly’.

It seems that automated morphological analysis would be beneficial for many nat-
ural language applications dealing with large vocabularies, such as speech recognition and
machine translation. Many existing applications make use of words as vocabulary units.
However, for highly-inflecting languages, e.g., Finnish, Turkish, and Estonian, this is in-
feasible, as the number of possible word forms is very high. The same applies (possibly
less drastically) to compounding languages, e.g., German, Swedish, and Greek.

There exist morphological analyzers designed by experts for some languages (e.g.,
based on the two-level morphology methodology). However, expert knowledge and labor
are expensive. Analyzers must be built separately for each language, and the analyzers
must be updated on a continuous basis in order to cope with language change (mainly the
emergence of new words and their inflections).
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As an alternative to the hand-made systems there exist algorithms that work in an
unsupervised manner and autonomously discover morpheme segmentations for the words
in unannotated text corpora. Morfessor is a general model for the unsupervised induction
of a simple morphology from raw text data. Morfessor has been designed to cope with
languages having predominantly a concatenative morphology and where the number of
morphemes per word can vary much and is not known in advance. This distinguishes
Morfessor from resembling models, e.g., (Goldsmith 2001), which assume that words
consist of one stem possibly followed by a suffix and possibly preceded by a prefix.

In this work, we present the publicly available Morfessor 1.0 software package.
The program segments the word forms in its input into morpheme-like units (see Sec-
tion 2). For evaluating the segmentation produced by Morfessor or some other segmenta-
tion algorithm, we provide the Hutmegs package. Hutmegs contains linguistic morpheme
segmentations for a large number of Finnish and English word forms, as well as a set
of tools for comparing the segmentation proposed by the splitting algorithm (e.g., Mor-
fessor) to the correct segmentation of Hutmegs (see Section 3). The Morfessor and Hut-
megs package are available on our Internet web page (http://www.cis.hut.fi/
projects/morpho) together with an online demonstration program.

2. Morpheme segmentation with Morfessor

Morfessor is a general model framework for unsupervised morphology discovery. It takes
as input an unannotated text corpus and produces a segmentation of every word in the
corpus. We call the proposed segments morphs. The boundaries between the discovered
morphs often coincide with linguistic morpheme boundaries.

The Morfessor method works in an unsupervised manner, which means that no
linguistic knowledge is preprogrammed into it, except for some very general assumptions
about model structure. By observing the language data alone Morfessor comes up with
a model that captures regularities within the set of observed word forms. The underlying
idea is to find the optimal morph lexicon, for producing a segmentation of the corpus, i.e.,
a vocabulary of morphs that is concise, and moreover gives a concise representation for
the corpus. This objective corresponds to Occam’s razor, which says that among equally
performing models one should prefer the smallest one. A mathematical formulation can
be obtained using the Minimum Description Length (MDL) principle or probabilistically
using maximum a posteriori (MAP) estimation.

Specific models presented by us can be seen as instances of the general Morfessor
family. In this context we call the models as follows: Morfessor Baseline (Creutz and La-
gus 2002), Morfessor Baseline-Length (Creutz and Lagus 2002), Morfessor Categories-
ML (Creutz and Lagus 2004), and Morfessor Categories-MAP (Creutz and Lagus 2005a).

Table 1 shows example segmentations obtained by three of the models for the
Finnish words ‘megatdhdeksi’ (“[become a] megastar”) and ‘megatihdisti’ (“from mega-
stars”) as well as the English words ‘tyrannizes’ and ‘tyrannizing’. The algorithms pro-
duce different amounts of information: the Baseline and Baseline-Length methods only
produce a segmentation of the words, whereas the category algorithms (Categories-ML
and Categories-MAP) also indicate whether a segment functions as a prefix, stem, or suf-
fix. Additionally, the morph lexicon learned by Categories-MAP contains hierarchical
representations for some of its entries. These have been visualized using nested brackets.
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Table 1: Examples of word segmentations learned by versions of Morfessor from a 16 mil-
lion word Finnish corpus and a 12 million word English corpus. Proposed prefixes are
underlined, stems are rendered in bold-face, and suffixes are slanted. Square brackets [ ]
indicate higher-level entries in the hierarchical lexicon learned by Categories-MAP.

| Baseline | Categories-ML | Categories-MAP |

mega tdhdeksi mega tihd e ksi [ mega [ tihde ksi]]
mega tahdistad mega tihd i std [ mega [ tihdi std ]]

tyrann ize s tyrann ize s tyrannize s
tyrann izing tyrann izing tyranni zing

2.1. Software

The Morfessor 1.0 software package is publicly available on the Internet. The software
consists of a Perl script and it is documented in a technical report (Creutz and Lagus
2005b). The Morfessor 1.0 package implements the Morfessor Baseline and Baseline-
Length methods.

2.2. Internet demonstration

In addition to the downloadable software, there is a demonstration program on our In-
ternet site. The user types in words of his own choice and the demo shows the analysis
(segmentation) that Morfessor produces for these words. It is possible to select the model
(Baseline or Categories-ML) and the data used for training the model. Small and large
Finnish and English corpora are available.

3. Evaluation of the segmentation with Hutmegs

The Helsinki University of Technology Morphological Evaluation Gold Standard (Hut-
megs) package contains fairly accurate morpheme segmentations for 1.4 million Finnish
and 120000 distinct English word forms. To produce these gold-standard segmentations
for the words, we have processed the output of the two-level morphology analyzer FIN-
TWOL (Koskenniemi 1983) and the contents of the English CELEX database (Baayen
et al. 1995). For every word, an alignment between a surface (or allomorph) segmenta-
tion and a deep-level (or morpheme) segmentation has been obtained, as in the following
examples:

megatihdeksi mega:mega|PFX tahd“e:tahti|N ksi:TRA
megatadhdista mega:mega|PFX tahd:tdhti|N i:PL st&:ELA
tyrannizes tyrann:tyrant [N iz"e:ize|s s:V+e3S
tyrannizing tyrann:tyrant [N iz:ize|s ing:V+pe

For instance, the surface segmentation of the English word ‘tyrannizing’ is ‘tyrann+iz+
ing’, which has the underlying deep-level representation ‘tyrant+ize+ V+pe’. (Here, the
label “V+pe’ corresponds to the present tense participle ‘ing’.) Additionally we know that
‘tyrant’ is a noun (N) and that ‘ize’ is a suffix (s).

There is also an option for so called “fuzzy” boundaries in the Hutmegs annota-
tions (marked with ). Fuzzy boundaries are applied in cases where it is inconvenient to
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define one exact transition point between two morphemes. For instance, in English, the
final ‘e’ is dropped in some forms. Here we allow two correct segmentations, namely the
traditional linguistic segmentation in ‘tyrann+ize+s’ as well as the alternative interpre-
tation, where the ‘e’ is considered part of the following suffix: ‘tyrann+iz+es’. (The
latter can be compared to the form ‘tyrann+iz+ing’, where there is no ‘e’.) The forms
of the Finnish noun ‘tdhti’ (star) behave in a similar way: In singular forms, we allow the
final ‘e’ to belong to the stem or the ending: ‘tdhde+ksi’ vs. ‘tdhd + eksi’; in plural there
is no stem-final vowel and the segmentation is always ‘tdhd +1i+sti’.

3.1. Experiment

Hutmegs also contains a number of Perl scripts and Makefiles for performing a quantita-
tive evaluation of some suggested segmentation in relation to the desired segmentation in
the Gold Standard. In Figure 1 we have plotted the results of an experiment, where the
Morfessor Baseline model has been applied to different sized Finnish and English data.

Figure 1a shows how the precision and recall of the discovered morpheme bound-
aries develop, when the amount of data increases. Precision is the proportion of correctly
discovered boundaries among all boundaries discovered by the algorithm. Recall is the
proportion of correctly discovered boundaries among all correct boundaries. In order to
get a comprehensive idea of the performance of a method, both measures must be taken
into account.

A measure that combines precision and recall is the F-measure, which is the har-
monic mean of the two and allows for a direct comparison of the goodness of segmenta-
tions. Figure 1b depicts the F-measure as a function of the data size.

Generally, the behavior of the Morfessor Baseline algorithm is such that precision
increases as a function of the data size. That is, the proposed morpheme boundaries
coincide more and more with morpheme boundaries in the Gold Standard. However,
when the amount of data is very large, recall starts to decrease. That is, an increasing
number of morpheme boundaries in the Gold Standard are missed by Morfessor Baseline.

3.2. Access
The Hutmegs package is a collection of files and documentation that are free to use for
non-commercial purposes. However, to obtain the complete Finnish Gold Standard, a
missing component must be licensed from Lingsoft, Inc. at an inexpensive price!. If
the component is not purchased, the user will have access to all Hutmegs scripts and
documentation, but only a sample Gold Standard containing the analyses of 700 Finnish
word forms.

Likewise, the CELEX database is a prerequisite for accessing the complete English
Gold Standard. Non-commercial licenses are available from the Linguistic Data Consor-
tium?. The Hutmegs package provides sample segmentations for roughly 600 English
word forms, which can be viewed without access to the CELEX database.

More detailed information about Hutmegs is available in a technical report (Creutz
and Lindén 2004).

4. Conclusions

Currently, only the Baseline and Baseline-Length versions of Morfessor exist as public
resources. The later models (Morfessor Categories-ML and Categories-MAP) may be

TURL: http://www.lingsoft . fi. Current price: 600 euros.
2URL: http://www.ldc.upenn.edu/. Current price: US$ 150.
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Figure 1: Performance of the Morfessor Baseline algorithm when evaluated against the
Hutmegs Gold Standard on different sized corpora of Finnish and English text. In (a) the
precision and recall of the discovered morpheme boundaries are shown. The points on the
curves correspond to different data sizes and arrows indicate the direction of increasing
data size. Precision measures the accuracy of the proposed splitting points, whereas recall
describes the coverage of the splits. The most desirable area of the curve is the upper
right corner, where both precision and recall are high. In (b) the corresponding F-measure
values are shown as a function of the corpus size. The F-measure for Finnish is fairly
constant across the corpus sizes, whereas the goodness of the English segmentation seems
to improve when increasing the amount of data from 10 000 to 12 million words.

released in the future.

The segmentations in the Hutmegs Gold Standard have been designed for eval-
uating the accuracy of an unsupervised morphology-discovery algorithm. However, the
given morpheme segmentations can also be used for other purposes. For instance, one
can estimate n-gram language models from a corpus, where the words have been split
into morphemes according to the Gold Standard. Such a language model can be utilized
in unlimited-vocabulary continuous speech recognition; see e.g., (Siivola et al. 2003).

In conclusion, by supplying public benchmarking resources, we wish to contribute
to the promotion of research in the fascinating field of unsupervised morphology discov-
ery and morpheme segmentation.
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FOREIGN LANGUAGE READING TOOL — FIRST STEP
TOWARDS ENGLISH-LATVIAN COMMERCIAL MACHINE
TRANSLATION SYSTEM

Daiga Deksne, Inguna Skadina, Raivis Skadins, Andrejs Vasiljevs
(Tilde, Riga, Latvia)

Abstract

Foreign language reading tool is a software technology developed by Tilde to facilitate Latvian
users in reading English web pages and other onscreen documents. It includes the following
constituents: English parser, English-Latvian transfer rules, English-Latvian translation
dictionary, Latvian disambiguation tool and Latvian phrase/sentence generator. The transfer rules,
disambiguation tool and Latvian phrase generator are new features developed for the tool. The
task of transfer rules is to transform English syntax structures into corresponding Latvian syntax
structures. For instance, an English noun phrase with the preposition of is translated into Latvian
as a genitive noun phrase: noun in genitive+head noun. Since most of words in text are
ambiguous or have more than one translation into target language, the disambiguation tool is
developed. The task of the disambiguation tool is to choose the most probable translation between
all theoretically possible translations generated by word-to-word translation. The third new
constituent is the Latvian phrase generator. It is used to generate syntactically correct Latvian
sentence fragments which are very important for inflective languages like Latvian. This is a rule-
based constituent and is closely related to transfer rules.

Keywords: translation, machine translation, context, morphology, parsing, disambiguation,
idioms, phrase

1. Why Reading Assistant instead of Machine Translation

In the world, Machine Translation (MT) systems are very popular. However, most of
them are criticized by their insufficient quality. Another approach was proposed by
Gébor Prészéky and Kis Baldzs (Proszéky, Balazs 2002): instead of an automated MT
system, most of users are satisfied with reading assistant which allows understanding of
text. Studies of user habits and foreign language knowledge of Latvian users showed us
that such tool could be useful and demanded in Latvia also.

Users who have some knowledge of English do not want to trust Machine
Translation system, because it is not perfect. Instead of that they prefer to read original
text and use assistance only when it is necessary. Users want the assistant to help them
understand complicated parts of the text. In these complicated parts of the text the
system will help them:

e to understand sentence or phrase structure,
e to find relations between words,
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e to identify idiomatic meaning,
e to provide possible translations of phrase and of each word in context.
User appreciates freedom to interpret text himself instead of receiving only one
translation as Machine Translation systems usually offer.
The developed reading assistant tracks mouse pointer and retrieves text under it.
Then system analyzes the text, finds translation of the phrase containing the word under
cursor and finds all translations for each word in phrase. Then all results are presented
to the user. Currently, reading assistant can retrieve and translate texts from Microsoft
Office documents, web pages in Internet Explorer, Windows and applications menus,
toolbars, dialogs and controls.

2. The Structure of the Translation System

The aim of the translation system is to identify individual phrases in the text and
provide user with the full translation of the whole phrase, as well as separate
translations of the words constituting the phrase. If the system cannot identify a phrase,
the translations of individual words are provided. The translation system is built from
separate components each of them having their own functionality. (See Figure 1). The
components operate successively. It means that the first component receives input data:
the text to be translated and the position of the word over which the cursor is placed in
the text. The position data of the current word are required in order to know which
phrase translation should be returned to the user if the input text is translated to more
than one phrase. The input data for each subsequent component are the internal
structures created or processed by the previous component. The last component in the
chain returns ready translation to the user. It contains both the phrase translations and
the translations of each word of the phrase.

ey

Transfer (en-1v) —P Translation

Idiom detection Disambiguation
Parsing (en) Agreement
Text Retrieval Result Formatting

Figure 1. The chain of the translation system components
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The aim of the text retrieval component is to obtain clear text in a form
understandable for the parser. The text is divided into sentences and placed in internal
structures remembering the position of the word in the original text.

The aim of the parser component is to obtain a fully or partially parsed sentence.
The parser component creates the syntactic tree of the sentence. The relations included
in the tree are very diverse. The relation is determined by the class of the primary word,
the class and the type of relation of the dependant word. There may be different types of
relations between different classes of words. For example, between a verb and a noun
there may be an object or subject type relation, between an adjective and a noun — an
attributive type relation, etc.

Very often in texts there are idiomatic phrases and their meaning differs from the
meaning of the individual words forming these phrases, and there is no directly
matching phrase in Latvian. The example (2 a) provides such idiomatic phrase, (2 b) is
the Latvian translation of this idiom, (2c) the literal English translation of the
corresponding Latvian idiom. As we see, (2a) and (2c) are completely different
phrases. Example (3 a-c) provides another similar case. So, there is no sense to translate
individual words; we have to translate the phrase as a whole. Such idioms are identified
successively while attempting to translate adjacent words in the text. The whole
sentence syntactic tree information is not used in finding and translating idioms,
however, the translated idiom is integrated into the tree to use it later in transfer,
agreement and other processes.

(2)  a. Itrains cats and dogs. 3) a. A fly in the ointment.
b. Gaz ka ar spainiem. b. Piliens darvas medus muca.
c. Pouring like with buckets. c. A drop of tar in the barrel of honey.

The tool also translates interface elements of the Windows operating system and
software applications, not only texts. Mostly, user interface texts cannot be translated
literally and it is important to use correct terminology in translation. Therefore, user
interface texts are translated using another, specific dictionary of idioms and
terminology, allowing to get more accurate translations of MS Office and MS Windows
user interface elements.

The task of the transfer component is to convert English syntactic trees into
corresponding Latvian syntactic trees. Not always it is possible due to the free word
order allowed in Latvian. The transfer component uses a set of rules that describes how
specific relations in English syntactic tree are converted into relations of the
corresponding Latvian syntactic tree. Transfer rules may change word order, transfer or
assign properties, change type of word relations. In the rule example (4) relations for
phrase ‘team of scientists’ are changed. The word order is changed, the describing word
‘scientists’ is moved to the position before the main word ‘team’, the case of the word is
changed to the possessive case, preposition ‘of” is discarded.

(4) TransferRule(N<-modPREP<-pcomp-N)

{

Child.SourceSpelling == "of”;

Grandchild.Case = genitive;

MakeLink(Child — hidden -> Parent);

Swap(GrandChild, Parent);

MakeLink(GrandChild - mod -> Parent);
}

There are many groups of transfer rules — rules that process perfect tenses of
verbs (5 a), negative verbs (5 b), relations of subjects and verbs (5 c), relations of verbs
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and objects (5 d), degrees of adjectives (5 e), relations of attributes and nouns (5 f),
connections of attributes with conjunctions (5 g), words connected to prepositions (5 h),
verbs with postpositions (5 i) and other cases.

(5) a. ... has been translated f. consistent terminology
b. ... did not write g. consistent and ...
C. ... boy writes ... h. in ... park
d. ... writes ... letter 1. ... tracked ... down

e. most significant

The translation component selects the translation based on the class of the word
identified by the parser component for the current word in the sentence. In English, a
word often can be both a noun and a verb. During parsing of the sentence this ambiguity
is eliminated. If there is no translation for the word in the required class, the translation
is attempted for alternate classes, for instance, instead of a participle the translation of
an adjective can be required. Usually, dictionaries include only translations of primary
words without translations of words easily and regularly derived from the primary
words. For example, dictionaries usually have entries for words like ‘assume’, but less
often they have entries for ‘assumption’, ‘assumed’ (adverb) or ‘assuming’ (noun) and
they usually do not have entries for words like ‘assumer’ and ‘assumingly’. If the
translation of a word cannot be obtained, specific suffixes and prefixes are cut off the
end and beginning of the word. For example, a participle can be translated as the
infinitive of the corresponding verb and then, the required participle form synthesized
from the translation. The translations are arranged by their significance. Each translation
has a label attached identifying whether it can be used in translation of the phrase. Too
specific translations are not used in forming the phrase, they appear only in the list for
each word.

Since the translation component usually returns more than one translation for a
word, the task of the disambiguation component is to select the most appropriate
translation to apply in the phrase. All components described above are rule-based, but in
disambiguation we use statistical approach. As a result of processing a large Latvian
text corpus, a data base was created containing probabilities between various pairs of
words and various types of relations. This database is used to calculate the common
probabilities of translations of words of one phrase. In beginning of disambiguation
process, we know all possible translations for each word, we know syntactic relations
they are in, and we know probabilities for each pair of words to be in particular relation.
In disambiguation process we select those translations which give highest probability
for the whole phrase.

At the end of disambiguation process we have Latvian syntactic tree with only
one Latvian word in each tree node. Tree nodes also have some morphological
properties set, for example, verbs have property of tense, nouns have property of case
and number. But not all properties are set. There are properties which we can get from
English text, like tense of verb or number of noun. Other properties are determined by
syntax laws, for example, subject must be in nominative case and object must be in
accusative case. Other properties we can get from dictionary, for example, gender of
noun. But there are properties which must be set depending on properties of other
words. For example, in Latvian noun and adjective must agree in case, number and
gender, verb must agree with subject in person etc. This agreement is established by
special Agreement module. This module passes attributes from one word to other and
sets missing morphological properties so that all morphological properties are set and all
words in phrase are in agreement. We can look at this module also as Latvian text
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Generation module, because it takes in words, their relations and some attributes and
transforms that in syntactically correct Latvian phrase.

The last phase in process chain is formatting of results. Result Formatting module has
all tree structures of input sentence or paragraph and it knows in which word in sentence
user is interested. Module finds largest English phrase containing this word, finds
corresponding Latvian phrase and finds all translations for all English words in English
phrase. And finally results are presented to the user.

3. Achieved results and future work

Our approach for separate text fragment translation is easy-to-use and helpful for the
user. Quality of translation of phrases varies depending on complexity of the text.
System can handle relatively simple phrases, but fails dealing with texts from specific
domains or dealing with texts with complex grammar and idiomatic meaning, like news
headlines. We have done some testing and evaluation of the system, and we have
discovered several weaknesses of the system. This is the basis for future work on
improvement of the system.

During parsing of text, proper nouns are not distinguished, therefore, they
sometimes are translated with a standard dictionary and the obtained translation does
not match the context. In future, we should improve proper noun recognition
functionality and they should be identified and translated using special dictionaries.

There are problems with noun phrases with two nouns. In English phrases, two
word noun phrases can be formed in several ways, for example, team of scientists,
scientists’ team, language technology and teacher John. In Latvian, first three phrases
must have the first word in genitive case, but in the fourth phrase both words must agree
in case. Currently, the English parser we use would not make any distinction between
the last three phrases; it may result in incorrect case for translation.

There is still a lot of work to be done to improve the quality of the dictionary.
Our translation system assumes that translations in dictionary are ordered so that most
common translations go first and only then go rare and specific translations. We want to
use common translations with higher probability in phrase translation and we want to
use specific translation with lower probability or do not use them at all. Frequently, in
contemporary dictionaries words which are outdated or are not often used in texts are
given as the first meaning. To improve translation quality revised dictionary is
necessary which would meet usage-specific criteria. Ordinary contemporary dictionaries
are created to be good reference source; they have a lot of information and provide as
exhaustive description of the word as possible. For automated translation used in our
system different approach is necessary — we need strict distinction between common
translations and specific translations used in specific context.

Quality of a dictionary is closely related with the quality of the disambiguation
process. If we have a lot of translations for all words and these translations do not have
correct sorting order in the dictionary, it is obvious that we get strange disambiguation
results, because the disambiguator tries to find the most probable combination of
translations and it can take two very specific translations and find that they fit together
better than others. Currently, disambiguator is trained only on monolingual shallow
parsed target language corpora. We could improve disambiguator results by training it
on aligned parallel corpus. But unfortunately, there is no large-scale parallel aligned
English-Latvian corpora available.
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Abstract

Time domain time-scaling algorithms like WSOLA are capable of delivering high quality results
by relying on the noisy or quasi periodic nature of speech segments. Such simple structures are
not guaranteed for more complex audio signals like music. Sub-band WSOLA was developed as
an extension of WSOLA for time-scaling such polyphonic signals. In this paper we investigate
the use of this sub-band approach for speech corrupted by background noises. We propose a rule
of thumb to determine the number of sub-bands and optimize the timing tolerance parameters of
the different sub-bands. Sub-band WSOLA is compared with full-band WSOLA through
informal listening tests.

Keywords: Robust time—scaling, WSOLA, sub-band WSOLA, speech modification

1. Introduction

Synchronized overlap-add techniques are simple and efficient techniques for time-
scaling of speech (Verhelst 2000). We introduced waveform similarity based overlap-
add (WSOLA) based on the notion that a time-warped version of an acoustic signal
should be perceived to consist of the same acoustic events as the original signal, but
with a modified timing structure. In (Verhelst et al. 1993) we assumed that this would
be the case if the waveform of the time-warped signal is maximally similar to the
waveform of the original signal in all neighbourhoods of corresponding time indices.

The criterion of waveform similarity proved a good substitute for the criterion of
sound similarity if the similarity can be kept very close. This is the case for quasi-
periodic signals and quasi-stationary noise (hence, also for clean speech), but not for
more complex structured audio signals. In (Spleesters et al. 1994), we developed a
refined system based on the idea that proper sound similarity will be achieved if the
time-warped signal produces a neural firing pattern that is maximally similar to the
original firing pattern in all neighbourhoods of corresponding time instants. In that
system, the input signal is passed through a perfect reconstructing filter bank, and the
resulting sub-band signals are considered characteristic for the auditory nerves firing
pattern (center frequency for the bundle of neurons excited, and power for the firing
rate). By applying WSOLA to each of the sub-band signals separately, we thus
approximated local similarity of firing patterns.
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In the present paper, we investigate the performance of sub-band WSOLA for
the specific case of speech signals corrupted by music, background noise, etc. It is
shown that excellent results can be obtained for this particular type of signals by taking
advantage of the fact that most of the harmonically distributed energy in speech resides
in the lower frequency region.

In Section 2 we briefly review sub-band WSOLA time-scaling. In section 3 we
discuss the application of sub-band WSOLA for the particular case of speech in
background noise. In section 4 we describe our experiments and discuss our results.
Finally, in section 5 we conclude the paper and refer to possibilities for future work.

2. Sub-band waveform similarity overlap-add

In its basic form, the overlap-add (OLA) strategy for time scaling consists of excising
segments at time instants 7 ! (Ly) from the input signal x(n), shifting them to time
instants L, and adding them together to form the time scaled output signal y(n)’:
¥(n) = Zex(n+ v (L) - Lw(n - Ly).

In constructing the output signal in this way, the individual segments will add
incoherently, which introduces structural discontinuities at the waveform segment joins.
WSOLA introduces tolerance parameters 4, (€ [-Aux .- +4nax] ) On the desired time-
warping function to ensure that each new output segment x(n + 4 + ! (Ly) - L) w(n -
L;) can be added coherently to the already formed portion of the time-scaled signal.
WSOLA ensures this signal continuity at segment joins by requiring maximal similarity
between the new output segment and the segment that followed the previous output
segment in the input signal (Verhelst et al. 1993).

The structure of polyphonic signals like music can be fairly complicated with
several incoherent pitches. In such situation the timing tolerance 4 does not provide the
necessary freedom to ensure signal continuity at segment joins. Figure 1 illustrates a
situation with two periodic signals that can perfectly be time-scaled by WSOLA when
considered individually. However, no single segmentation could ensure continuity at
the segment joins for the sum of these signals

A polyphase perfect reconstruction uniform DFT filter bank was therefore
proposed to decompose the original signal in a set of simpler sub-band waveforms,
which can be individually time-scaled by WSOLA before constructing the output from
the time-warped sub-band signals, see Figure 2. Quality improvements were regularly
achieved for musical signals when compared to the full-band application of WSOLA.
When the sub-band tolerance parameters 4 were chosen too large, the resulting signal
tended to suffer a loss of power and purity on perceived aspects of dynamics and
rhythmic. A similar type of distortion occurred when each sub-band signal was delayed
by an independent random number of samples before summing all sub-band signals
without time-scaling. The loss of inter-band synchronicity thus explains the distortions
that come with large sub-band timing tolerances 4.

! Synthesis time instants L, and the window function w(n) are chosen such that 2, w(n -
L.) = 1. In practice we use L. = kL with 50% overlapping hanning windows for this purpose.
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Figure 1: The concatenation of segments 1 and 2 produces a clean low-frequency
tone but distorts the high frequency tone
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H,...(2) H WSOLA

Figure 2: Sub-band WSOLA using an M"™ band filter bank

3. Application to speech in noisy environments

In the case of speech corrupted by background noises a similar reasoning is valid: the
quasi-periodic structure of clean speech can be blurred by the structure of the noise
signals resulting in a complex overall waveform structure. Applying sub-band WSOLA
on this type of signal should improve the time-scaling results.

Since we wish the time-scaled voice to be maximally free from synchronization
artefacts, we chose the number of sub-bands such that most of the periodic energy of the
speech signal is grouped together in one sub-band. For speech the first formant is in the
range of 0-1000 Hz and contains most of the periodic energy. Therefore, we chose the
cut-off frequency of the first band around 1 kHz. Compared to full-band WSOLA, the
SNR in this first band will now be much higher and should allow sub-band WSOLA to
better preserve the pitch structure of the signal and to deliver better time-scaled speech.
Additionally, the background noise is also expected to be less distorted since the higher
sub-band signals are time-scaled separately using the synchronization information from
their respective sub-bands.

It can be seen that for proper operation on a periodic signal, the window length
of WSOLA should span at least one period and 4,,, should be at least half a period.
When a periodic signal is passed through a filter bank, the resulting sub-band signals
have the same period as the original signal. If this would apply for (voiced) speech, the
period of all sub-band signals would be the same and hence we should choose a same
window length and tolerance for all the sub-bands. However, the higher sub-bands of
speech do not usually show a pitch periodicity, see Figure 3. Since it is computationally
more efficient, we therefore chose to determine the window length and timing tolerance
in accordance with the longest period of a sinusoidal signal that fits in the sub-band
channel considered. Table I shows an example of the cut-off frequencies and the
corresponding maximal period for several bands. In the first band we can chose a
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period of 30 ms instead of oo since in voiced speech no harmonic below 33 Hz is
expected. For the high-frequency bands, the absolute difference between the periods
becomes small and the bands do not carry much speech energy. We therefore summed
several high-frequency bands together before time-scaling them. This reduced the
number of sub-bands to time-scale to typically 4-5 and has a positive influence on the
loss of inter-band synchronicity (fewer timing tolerance parameters 4). The sub-band
window lengths were chosen according to a power law, see Figure 4. The bottom curve
represents the true band periods and the top curve the window lengths used for time-
scaling each sub-band. The tolerance interval (24,,,,) was chosen equal to the window
length.

Figure 3: Voiced clean speech segment, sampled at 32 kHz. (a) full-band input
signal (b) band 1 (0-1 kHz) (c) band 8 (13-15 kHz)

ma

Figure 4: Choice of window lengths for the different sub-bands

Table I: Example sub-band frequencies and corresponding periods
Freq. range (kHz) 0-1 1-3 3-5 5-7 7-9
max. period (ms) oo => 30 1 0.333 0.2 0.143
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4. Experimental results

The goal of the experiments was to evaluate whether the sub-band approach, initially
introduced for musical fragments, could improve the quality of time-scaled speech in
background noises. Synchronization artefacts in WSOLA are more easily audible in
slowed-down signals. = We therefore used moderate slow-down factors in the
experiments (typically around 0.7). We selected clean speech fragments to which we
mixed music or babble noise at different SNR levels (10, 5, 2, 0 dB) at £=22.05 kHz.
The audio fragments were time-scaled using full-band and sub-band WSOLA and
compared. Quality was evaluated informally by the authors using high-quality
consumer headphones.

From the first test results, it appeared that there is a difference between high
SNR (10, 5 dB) and low SNR (2, 0 db). At low SNR the typical full-band
synchronization artefacts like roughness in the speech or irregularities in the high
frequency components of the noise where more disturbing and audible then at high SNR
for full-band WSOLA. With sub-band WSOLA these artefacts were absent but a new
type of artefact became audible, namely the speech signal was ‘smeared out’. This
blurring effect was most perceptible at high SNR and less at low SNR. At lower SNR
the smearing effect of the speech is also present but less audible due to the masking
effect of the noise or background music. In some cases the blurring of the voice could
become as disturbing as the synchronization artefacts of full-band WSOLA. This effect
is due to the different sub-band timing tolerances 4, which introduce a loss of inter-band
synchronicity. From the test we thus noticed that although we had optimized the
number of sub-bands and the different timing tolerances 4 to minimize the effect of
inter-band synchronicity loss, it was still significantly present and audible (typically at
high SNR).

In a final experiment we wanted to further minimize this loss in inter-band
synchronicity. We tested two different variants of the sub-band WSOLA algorithm, in
which we chose a same window length for all the sub-bands. In the first version we
time-scaled the first sub-band and used the same optimal segmentation (4 values) for
the other bands as well. In the second version we time-scaled the first two bands
independently and used the optimal positions of the second band for all the remaining
high frequency bands. In this way we could further reduce the number of independent
timing tolerance parameters 4 to 1 or 2 and minimize the blurring effect. In the last two
versions we actually compromised between the blurring effect and the synchronization
artefacts and obtained the best time-scaling results, with a slight preference for the
second version over the first version.

5. Conclusion

In this paper we showed that the sub-band WSOLA approach, initially introduced for
music, can also be applied for speech in background noises (music or other types of
noise). We suggested that for speech the number of sub-bands can be determined by
choosing the cut off frequency of the first band to capture most of the periodic energy
from the speech (about 1 kHz). The test results showed that it is important that the
periodic energy of the speech is processed together in one band. This avoided
synchronization artefacts for the speech and since the higher bands were time-scaled
independently, the noise components were also properly time-scaled but a blurring of
the voice became noticeable. To counter this effect we can apply the timing tolerance
parameters 4 of the low sub-bands to the higher sub-bands as well, as a good
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compromise between the blurring and incorrect synchronization of the speech. To
further improve the sub-band approach, some constraints could be set on the timing
tolerance parameters A for the higher frequency sub-bands. In this way, one could try to
further minimize both the blurring of the voice and the synchronization artefacts.

Acknowledgments

The research reported on in this paper was supported by grants from the Institute for the
Promotion of Innovation by Science and Technology in Flanders IWT-Vlaanderen).

References

Verhelst, W. 2000. Overlap-Add Methods for Time-Scaling of Speech. In: Speech
Communication, Vol. 30, No. 4. 207-221

Verhelst, W.; Roelands, M. 1993. An Overlap-Add Technique Based on Waveform
Similarity (WSOLA) for High-Quality Time-Scale Modification of Speech. In:
IEEE proceedings of ICASSP-93. Place: Minneapolis, Minnesota. Vol. 2. 554 -
557

Spleesters, G.; Verhelst, W.; Wahl, A. 1994. On the Application of Automatic
Waveform Editing for Time-Warping Digital and Analog Recordings. In: 96th
Convention of the Audio Engineering Society. Place: Amsterdam

MIKE DEMOL received his master degree in electronics at the Vrije Universiteit
Brussel in 2004 and is currently a PhD researcher at the department ETRO-DSSP.
His research interests are perception based time-scaling of speech signals and
speech  enhancement. E-mail:  midemol@etro.vub.ac.be, = Website:
www.etro.vub.ac.be/Research/DSSP/dssp.htm

WERNER VERHELST heads the Laboratory for Digital Speech and Audio
Processing (DSSP) at the Vrije Universiteit Brussel. He has, a.o., researched
speech modification and synthesis at the Institute for Perception Research in
Eindhoven (1989-1991), and audio modification and modelling at the Katholieke
Universiteit Leuven (1999-2002). E-mail: wverhels @etro.vub.ac.be

KRIS STRUYVE is a Senior Development Engineer at Televic. His present
research interests are in digital audio processing and acoustics. His prior research
and professional experiences were in the field of broadband telecom networking.
He received a PhD degree in electronics from the University Ghent in Belgium.
E-mail: k.struyve @televic.com, Website: www.televic.com

PIET VERHOEVE is Sr. Research Associate at Televic. His research activities
are in the domain of digital multimedia processing and networks. He received a
master degree in electrical engineering at the University of Leuven and a PhD
degree in electronics at the University of Ghent. He is author and co-author of
several publications and patents. E-mail: p.verhoeve @televic.com

124



The Second Baltic Conference on HUMAN LANGUAGE TECHNOLOGIES, April 4 - 5, 2005

EFFICIENT SEMANTIC PARSING OF CONVERSATIONAL
SPEECH
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Abstract

This paper presents an empirical method for mapping speech input to shallow semantic representa-
tion. Semantic parsing is realized through a bottom-up type parsing paradigm where the operators
are based on semantic concepts, obtained from a lexicon. A statistically trained model specializes
the parser, by guiding the runtime beam-like search of possible parses. The semantic representa-
tion is a logical form equivalent to a Discourse Representation Structure (DRS). Each output of the
parser is given a probability according to how similar, given a contextual word similarity measure,
the parsing process for the input was to those collected during the training phase. Contextual in-
formation during parsing allows for better coverage of large domains. The non syntactic but very
semantic nature of the parser would make it very tolerant to noisy (recognized) speech input. Shal-
low parsing using First-Order Logic (FOL) allows for fast but meaningful enough processing of the
input, which makes the parser well suited for real-time Spoken Dialogs Systems (SDS).

Keywords: Semantics, Corpus, Discourse

1. Introduction and Motivation

For task oriented systems, the quality of the spoken interaction between man and machine
have seen constant progress over the last decade. Today, lower word error rate in speech
technology, expertise gained in dialog management, more flexible natural language gen-
eration and better speech synthesis allows us to take dialog systems to the next level:
open (or very broad) domain of interaction. To cope with the complexity of open domain
and noisy speech input, semantic parsers will have to put a strong emphasis on context
to supplement for syntactical analysis, and outputs a suitable meaning representation for
discourse to be further interpreted. We present a parser with strong contextual capabilities
that delivers a DRS as output.

The choice of our bottom-up parser is motivated by its manageability and its simi-
larity to how humans parse a sentence [Hermjakob and Mooney (1997)]: compositionally
build meaning from left to right by adding concepts as they appear (INTRODUCE), com-
bining them (COREF and DROP operations) and keeping in mind contextual information
(SHIFT operation). Finally, FOL [Light and Schubert (1994)] offers a reasonably deep
semantic representation and a convenient way to translate DRSs, for carrying out sensible
discourse conversations.

125



The Second Baltic Conference on HUMAN LANGUAGE TECHNOLOGIES, April 4 - 5, 2005

2. System Architecture

We propose an approach in which a bottom-up parser similar to [Mooney and Tang
(2000)] is combined with a statistical model. Mapping input to logical form is triggered
by keywords (INTRODUCE operation) from a semantic lexicon collected from training.
Words in the input not in the semantic lexicon are used as contextual information (SHIFT
operation).

Three other operations are available to the
parser: co-referencing variables (COREF), drop-

”
ing one term into the argument of another (DROP) al j
and giving scope to quantifiers (SCOPE). In the

parser, all operations are conducted within a par- | sw= [ T ot [ oo
ticular context, a context being a word or group of

words following (in the strictly left-to-right sense) O ‘_)
a parsing operation. The output of the parser is a -

a partially resolved DRS, ready to be processed by
a Discourse Manager. Figure 1 shows the various Figure 1: Parser Architecture
elements of the parser.

3. Overview of the Parsing Process

This section is meant to give a flavor of the parsing process and provides a "light” in-
troduction to the parser. All statistical considerations are for the moment deferred to
section 5. The parser used is a variant of a Shift-Reduce parser (only the SHIFT operation
has been retained).

The Input String The input string is a list of words to give an interpretation for. When no
actions are applicable and the input string is empty, then the parsing process is completed.
Typically, one word is removed from the list for a SHIFT action and one or more for an
INTRODUCE action. It also provides some contextual information while applying a
parsing action. Example 1 shows an input string.

(1) [Lread,The,Little,Mermaid,Did,you,write, it]

The Parse Stack The parse stack is the actual parse state, the current interpretation of
the input string found so far. It is a list of binary elements, each element representing a
combination of the introduced predicate (or concept) with its context of introduction. The
context gives partial (but useful) information on the words following the concept at the
time of introduction. Each concept must be in the semantic lexicon. Here is the general
format of the parse stack: [conceptl:[contextl],concept2:[context2],... start:[context]]

The start predicate is there only to provide room for words from the input string which
would be shifted at the very beginning of the parse; it does NOT contribute to the meaning
of the input phrase. The representation of operators, parse state and final state follow.
SHIFT(word_to_be_shifted) A SHIFT action simply puts the first word from the input
string at the end of the context of the concept on the top of the parse stack.
INTRODUCE(concept_to_be_introduced) The INTRODUCE action takes a concept from
the semantic lexicon (the lookup is triggered by keywords in the input) and puts it on the
top of the parse stack, initializing its context of introduction to the word (or list of words)
that triggered this concept. These concepts will then participate to the meaning represen-
tation.
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DROP(source_term, target_term) The DROP action attempts to place a term from the
parse stack as argument to another term of the parse stack. The context of the source term
is lost in the process. This action has no effect on the input string.

COREF(variablel, variable2) The COREF action attempts to co-reference two vari-
ables, in the case at least one of them is underspecified (). The result is that they become
specified (they have the same name). This action has no effect on the input string.
SCOPE(source_term, target_term) The SCOPE action is similar to the DROP action,
with the two exceptions that it applies only to quantifiers and that the *droping’ is slightly
different. For example, SCOPE(exists(A,human(A)),forall(B,thing(B))) results in the target term
being forall(B,exists(A,(human(A),thing(B)))). This action has no effect on the input string.
op(ACTION(arguments)#Parse_Stack#Input_String) indicates in which context, i.e.
how the Parse Stack and the Input String looked like, when the action took place. Op is
simply a container for all types of actions.

final(Parse_Stack) indicates the final aspect of a parse, i.e. the meaning we have found
for an input string.

Semantic Lexicon The semantic lexicon comprises all the concepts and their triggering
phrase(s) that we wish our parser to process. A triggering phrase is simply a word (or
group of words) in the input string that triggers some concept. The format of a lexical
entry is: lexicon(CONCEPT, [TRIGGERING_PHRASE)).

The bottom-up parser We are now ready to present the variant of the shift-reduce parser
we are using. The algorithm of the parser is as follows:

1. Try to INTRODUCE a new concept or SHIFT a word.
2. Do a subset of the following operations { DROP, COREF, SCOPE}.
3. If there are more words in the input string, go back to Step 1. Otherwise stop.

A parsing example We show a complete parsing in the case the user turn is OOV did you
write it?, where OOV is a out of vocabulary symbol produced by the speech recognizer:

[ INPUT-OPERATION |
[ *NEW PARSE STACK in FOL |
[ [OOV did you write it]-SHIFT ]
[ *[start:[OOV]] ]
[ [did you write it]-SHIFT |
[ *[start:[OOV,did]] |
[ [you write it]-INTRODUCE |
[ *[3(_,system(_)):[you],start:{OOV,did]] ]
[ [write it]-COREF |
[ *[3(A,system(A)):[you],start:[OOV,did]] ]
[ [write it]-INTRODUCE |
[ *[write(_,-):[write],3(A,system(A)):[you],start:[OOV,did]] ]
l l
l |
l l
l |
l l
l |
l l
l |
l l
l |
l l
l |

[it]-DROP
*[3(A,system(A),write(_,-)):[you],start:{OOV,did]]
[it]-COREF
*[3(A,system(A),write(A,-)):[you],start:{OOV,did]]
[l-INTRODUCE
*[3(-,nonhuman(.)):[it],3(A,system(A),write(A,.)):[you],start:[OOV,did]]
[]-COREF
*[3(B,nonhuman(B)):[it],3(A,system(A),write(A,_)):[you],start:[OOV,did]]
[]-SCOPE
*[3(A,3(B,nonhuman(B),system(A),write(A,_))):[you],start:{O0OV,did]]
[]-COREF
*[3(A,3(B,nonhuman(B),system(A),write(A,B))):[you],start:[OOV,did]]
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Discourse Representation Structure Discourse Representation Theory [Kamp and Reyle
(1993)] provides a well formalized framework for handling discourse phenomena such as
pronoun and presupposition resolutions. Moreover, DRT means of representing meaning,
DRSs, can be translated directly into FOL formula. DRSs can be assimilated to boxes
having two regions: the top half region contains the discourse referents and the bottom
half the conditions.

4. Training

In training, a training parser is used to generate FOL statistics from DRS annotated train-
ing examples.

Spoken Examples in DRS Training format is: training([phrase]|, DRS).
Had we trained the system on recognized output, we could have the following entry:
tr([OOV,did,you,write,it],drs([A,B],[nonhuman(B),system(A),write(A,B)]))

Training Parser While training, a Training Parser is used. It tries any possible actions to
get to the final parse, without considering any information (such as statistics) that could
be helpful to guide the parsing process. In training, a training beam can be specified. This
means that only a certain number of parses will be recorded in the FOL statistics for each
training example.

FOL statistics The training parser parses the examples to generate the FOL statistics.
Every step needed to go from the phrase to the DRS is recorded, as well as final states
themselves. Final states are simply the states of the parse stack themselves at the end of
the parse. Each of them (actions and final states) are assigned a frequency measure. Each
line has either one of the following format (recall that op is a container for any action):

op (ACTION#PARSE_STACKH#INPUT_STRINGH#FREQUENCY) .
final (FINAL_STATE#FREQUENCY) .

Here are two examples:
op (SHIFT (did) # [start: [OOV] ] #[did,you,write, it]#0.3) .

final ([exists (A, exists (B, nonhuman (B) , system(Aa),
write(A,B))) : [youl ,start: [0OV,did]]#0.2) .

These statistics are used by the Stochastic Parser to compute the best parse.

5. Statistical Parsing

The actual parsing of the input phrase is done by a Stochastic Parser. It uses a statistical
model to process all the information available from the training phase in order to get
the best possible parse (the one with the highest probability). This section describes the
statistical parser in some details.

The Search space Like in the training phase, the most obvious way to influence the parse

is to tell the parser how many parses it should try before taking a decision. We call it the
search beam parameter.
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Measure of similarity between lists When the parser tries to choose a suitable parse, it
must compare list of words (to compare Actions, Parse stacks or Input strings). A good
similarity measure between lists is essential, but because computing similarity is very
demanding on computer resources, one must find a trade-off that preserves computational
efficiency. The approach taken is based on n-grams [Cavnar and Trenkle (1994)].

Parametrizing the model The best parse P is found by taking the highest probability P;
among the possible parses (limited by the search beam) available:

P = max; P; 2)

Each of these parses P; have a probability that amounts to combining the probabil-
ity of the individual op or actions together (] [, ax, see equ. 4) and adding the probability
of the final state (ProbF’, see equ. 5). These two components are weighted by Pop and
Pfinal. Those weighting values must be chosen in such a way that translates the impor-
tance of the steps needed to get to a final parse compared to the final state itself. In short,
the weighting of actions taken together must be high enough to discriminate among simi-
lar final states (in terms of probability), should that case arise.

Multiplying by 100 gives a more readable value between 0 and 100.

Pi = (Pop ([ [ ax) + Pfinal x ProbF) 100 3)
k

The way each op ay, is assigned a probability is by taking into account its similarity with
one of the ops in the statistics (P,,) as well as the frequency of this op (Frequency). These
two components are also weighted by Pop_sim and Pop_occ. Default values are chosen
with respect to how one would want to consider the respective importance of similarity
over frequency.

ak = Maxm(Pop_sim x Py, + Pop_occ x Frequency) @)

Computing the probability of a final parse state is similar to computing the one for actions.
A final state probability ProbF' is the weighted sum of the most similar final state in the
statistical file Py (see 6) and the frequency of this final state Frequency:

ProbF = maxy(Pfinal_sim x Py + Pfinal_occ x Frequency) Q)

Pf = ma’m"(Sim(t7L7 F)) (6)
Conventional smoothing techniques are applied whenever necessary.
6. Experimental Results

We have conducted the usual cross-validation testing by dividing our 250 sentence corpus
into 10 testing samples of 25 sentences. In training, we produced at most 5 parses for
each example. Results for parsing are reported in the following table:

Average/N-Best 1-Best 2-Best 3-Best
Recall-Precision || 62%-64% | 78%-80% | 88%-91%
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The parser always produces a valid output, unless there is no keywords introducing a
concept in the input: this explains why Recall and Precision are very similar. The N-Best
column is interpreted as follows: the correct output was AMONG the N results produced.
A correct output must be exactly like the one produced by the human annotator. The 62%
result for 1-Best may seem very modest, but in the context of a conversation, we believe
it is more important to focus on the more comfortable 88% 3-Best result. The reason is
that in a dialog system, the dialog manager (DM) have access to some sort of history or
context to arbitrate between the N-Best semantic interpretations delivered by the semantic
parser; in some occasions, it may therefore be preferable for the DM to get more than one
parse. We ran the experiment on a 2GHz laptop computer under Sicstus Prolog. Keeping
in mind that the system would be run for real-time conversations, we set a threshold of 20
parses or 3 seconds (whatever is reached first) for parsing to complete.

7. Conclusion

In this paper, a new probabilistic framework for semantic parsing is presented. The com-
bination of a botfom-up parser and a purely statistical model makes it unique. More
precisely, the parser learns efficient ways of parsing new sentences by collecting statistics
on the context in which each parsing action takes place. It computes probabilities on the
basis of the similarities of those contexts and their frequencies. The result is a simple
and robust parser for speech. At this point, we believe that the 1-Best hypothesis recall
could be improved by a higher ratio training/lexicon size. However, testing shows excel-
lent results for the 3-best hypothesis. This system offers an approach in which linguistics
can play a decisive role. One crucial aspect of the parser, the computation of similarities
between context, relies on a good interpretation of linguistic patterns found in phrases,
and how those configurations may determine the particular meaning of a word or group
of words. This is essential to interpret, and maybe understand, conversational speech.
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Abstract

We study information extraction for identifying protein-protein interactions stated in biomedical
text. In this paper, we present an architecture for an information extraction system and discuss our
improvements and results pertaining to several components of the system, including information
retrieval, named entity recognition, syntactic analysis, and domain analysis. The individual results
are discussed in the context of the whole system, and domain adaptations and differences from
classical approaches are considered. We combine structural natural language processing with
machine learning methods to address the general and domain-specific challenges of information
extraction targeting protein-protein interactions.

Keywords: biomedical literature mining, information retrieval, named entity recognition, word
sense disambiguation, parsing, parse ranking

1. Introduction

The amount of published knowledge in the biomedical domain is overwhelming and
grows at an unprecedented rate. Although many databases collecting biomedical
knowledge exist, their coverage is limited and manual identification of e.g. protein-protein
interactions requires significant human effort. Freeform text remains a main source of
information and thus Natural Language Processing (NLP) and Information Extraction
(IE) methods are required to facilitate automated processing and structured access to the
knowledge. The BioText project aims at developing NLP methods and resources for
biomedical text mining as well as adapting existing methods to take into account the
specific properties of the biomedical text domain. This paper gives an overview of our
approach, the developed methods and the key results of the project.

Our overall goal is the development of a modular system that processes biomedical
text, such as abstracts contained in the PubMed literature database, and extracts the
protein-protein interactions stated therein. The system consists of the following major
subsystems: Information Retrieval (IR), Named Entity (NE) recognition, syntactic
analysis, and pattern-based domain analysis. We apply machine learning approaches
such as Bayesian classification, Support Vector Machines (SVM) (see e.g. Vapnik 1998)
and Regularized Least-Squares (RLS) (see e.g. Poggio and Smale 2003) as well as
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Figure 1: The IE system architecture

structural linguistic methods such as dependency-based syntactic analysis. We also
develop methods that combine the two general approaches, taking advantage of both
explicit linguistic knowledge and machine learning. For a recent thorough review of
related work in Bio-NLP, see for example Cohen and Hunter (2004).

The architecture of our IE system is illustrated in Figure 1. The following sections
describe the components of the system in detail.

2. Annotated domain-language corpus

An annotated domain-language corpus is necessary to facilitate the development and
evaluation of the various parts of IE systems. We have created a corpus of biomedical
English focused on protein-protein interactions. The corpus consists of 1100 sentences
manually annotated at three levels: NEs, dependency syntax, and entity interactions. It
can thus provide data for the development and evaluation of all of the key components
of the IE system. Further, as all the levels of annotation are provided for a single set
of sentences, the corpus allows the components of the IE system to be tested not only
individually but also as an integrated whole. The corpus is described in detail in Ginter
et al. (2004d) and will be made publicly available at http: //www.cs.utu. fi/bdb.

3. Information retrieval

Many of the steps in the IE system, e.g. the full syntactic analysis, are computationally
costly. Fully processing a large literature database such as PubMed, which contains 7.5
million article abstracts, is thus not practical. We therefore study IR methods that retrieve
from publications only the sentences which are relevant to the domain of interest. While
many standard approaches to IR have been described in literature, we study methods
that utilize information specific to the biomedical domain. In Ginter et al. (2004c¢),
we introduced a method applicable to the classification of PubMed-indexed articles.
We devised a scheme for transforming the MeSH biomedical ontology used to index
PubMed articles, and showed that the ontology transformations lead to an increase in
classification performance. To identify individual sentences likely to discuss protein-
protein interactions, we also introduced a method in which known protein names, verbs
specific to protein-protein interactions, and their mutual positions in the sentence are used
as features for a rough-set based classifier (Ginter et al. 2004b).
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4. Named entity recognition and disambiguation

NE recognition can be divided into two subtasks: determining the boundaries of the NEs
and classifying the entities into classes such as genes and proteins. Both problems can
be addressed using Word Sense Disambiguation (WSD) methods. Much of the ambiguity
in biomedical text is caused by inconsistent or non-existent naming conventions. Further,
capitalization and other surface clues are not reliable indicators of entities in the domain.
For example, there exist Drosophila gene names such as white and cycle which can be
confused with the ordinary meanings of these words. We use machine learning methods
with particular focus on kernel-based learning algorithms (see e.g. Scholkopf and Smola
2002) to address the problem of WSD.

In Ginter et al. (2004a), we introduced a statistical classification method and a
weighted bag-of-words representation, where the context words are weighted so that the
words located closer to the ambiguous word receive higher weights. The new method was
shown to improve the classification performance in gene/protein name disambiguation
from 79% to 82% accuracy.

We have adapted the weighted bag-of-words approach for SVM classifiers and
applied them to the problem of gene/protein name disambiguation, improving the
performance, measured as the area under the ROC curve (AUC), from 80% to 85%
(Pahikkala et al. 2004). We have also introduced a position-sensitive kernel function
which generalizes over the ordinary bag-of-words, position-sensitive bag-of-words and
weighted bag-of-words approaches (Pahikkala et al. 2005b). Considering context-
sensitive spelling error correction as a WSD problem, it was demonstrated that the
position-sensitive kernel improves the performance of the SVM classifier from 94% to
98% (AUC). The results reflect the difficulty of the biomedical disambiguation tasks as
well as demonstrate the applicability of the method to other domains.

In Pahikkala et al. (2005a), we further analyze this kernel function and construct
smoothed word position-sensitive as well as smoothed word position- and distance-
sensitive representations of our training data using kernel density estimation techniques
(see e.g. Silverman 1986). For the Naive Bayes classifier, these representations were
used to obtain class-conditional probabilities of word-position features. We demonstrate
with the Senseval-3 data that the kernel improves the classification performance of
SVMs compared to the ordinary Bag-of-Words kernel and furthermore improves the
classification performance of the Bayes classifier given the kernel-smoothed data
representation.

5. Syntactic analysis

In this section, we present our choice of parser and the architecture of the syntactic
analysis component. We also illustrate our use of machine-learning methods to improve
the performance of a parser based on a hand-written grammar.

5.1. Parser

Our analyses suggest that general English parsers may not be well applicable to
biomedical English, and that adaption to the domain is required (Pyysalo et al. 2004:
2005). Moreover, a statistical inference of the domain grammar is infeasible as the amount
of treebank data in the domain is very limited—the largest domain treebank is the GENIA
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treebank! with 1700 sentences. This motivates the choice of a parser based on a hand-
written grammar that can be manually adapted to the domain; in the BioText project, we
have decided to use the Link Grammar (LG) parser of Sleator and Temperley (1991). The
LG parser is a full dependency parser with broad coverage of newswire English. LG has
recently received significant attention in the Bio-NLP domain, see for example Alphonse
et al. (2004).

The architecture of our syntactic analysis component built around LG is as
follows. First, the input sentences are tokenized in a separate tokenization step: The
tokenization model originally used by LG was found unsuitable for many common
features of biomedical text and replaced with an external tokenization system. After
tokenization, we have chosen to augment the parsing system with separate preprocessing
and postprocessing stages. In preprocessing, input sentences are simplified by replacing
detected NEs with single tokens recognized by the parser, as well as by removing citations
and other features for which the parser has no support and which can be naturally captured
using regular expressions. Postprocessing is applied after parsing to restore the original
sentence text. To improve the applicability of LG to the biomedical domain, we have
implemented a number of the modifications proposed in Pyysalo et al. (2004). While
the work on parser adaptation is still undergoing, preliminary evaluation suggests that the
implemented modifications increase the fraction of recovered correct dependencies from
73% to 78% in the parse ranked first by the built-in heuristics of the LG parser. The parser
generates all the alternative parses allowed by the grammar; the respective improvement
for the best generated parse is from 82% to 8§9%.

The domain analysis is performed on the first parse returned by the syntactic
analysis component. We have found that the heuristic parse ranking of LG often performs
poorly, failing to rank the best parses first. To address this issue, we are developing a
machine-learning approach for parse ranking that is applied after post-processing.

5.2. Parse ranking

The task of recognizing the best parses among a set of alternative parses for a single
sentence can be cast as a ranking problem. We are currently developing a ranking
machine based on the RLS algorithm. Our methodology couples RLS, different ranking
performance measures and grammatically motivated features. To convey the most
important information about parse structure to the ranking machine, we apply features
such as grammatical bigrams, link types (the grammatical roles assigned to the links),
a combination of link length and link type, part-of-speech information, and several
additional attributes. Each parse is assigned a penalty based on the number of incorrect
links. We are also studying a scoring approach where additional information about link
types is used in penalization.

The developed method, Regularized Least-Squares Ranking (RLSRa), is a special
case of ordinal regression where performance evaluation is based on the rank correlation
measure of Kendall (1970), scaled between zero and one. Preliminary evaluation of
RLSRa against LG parser built-in heuristics indicates a performance improvement from
55% to 70% using our method. Furthermore, RLSRa provides a reliable ranking solution
in application to sparse biomedical datasets.

http://www-tsujii.is.s.u-tokyo.ac.jp/~genia/topics/Corpus/GTB.html
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6. Domain analysis

To extract factual knowledge from the parsed sentences, we are developing a set of hand-
written patterns. Each pattern specifies a substructure of the linkage (the graph that
represents an LG dependency parse) that is likely to state a protein-protein interaction.
A successful match of a pattern in a linkage corresponds to an identified interaction. We
chose to create high-precision patterns to minimize the number of false positive matches.
High precision typically implies low recall; however, due to the large amount of published
literature, the system can be given more than one opportunity to extract most of the
interactions as they are likely to be stated in several publications. Processing more data
can thus diminish the low recall problem to some extent.

The choice of parser has an obvious influence on the nature of the patterns and the
formalism in which the patterns are expressed. Since we chose a full dependency parser,
it is natural to represent both the linkage and the patterns in terms of relations on the set of
words and link types. This representation is naturally and straightforwardly expressed in
a declarative language such as Prolog. Each linkage and each pattern are thus described as
a set of predicates, and the unification mechanism of Prolog provides the pattern matching
mechanism.

7. Conclusions and future work

We have described our work in biomedical IE, presented the architecture of an IE system
targeting protein-protein interactions, and discussed each of its components. For each
part of the system, we have presented our approach, summarizing improvements and key
results. Currently, we are focusing on finishing the domain adaptation of the syntactic
analysis component and the development of IE patterns. The implementation of an
integrated system that combines the discussed components remains future work.
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Abstract

The 50-year-old concept of formant synthesis was under much scientific scrutiny until it became
apparent that naturalness was hard to attain using rule-based synthesis methods. Formant
synthesis was essentially an intelligible approximation, rather than imitation, of human speech.
Our current research is a revisitation to the rule-based formant synthesis. At the moment, due to
advances in computer technology, we are in a better disposition to develop naturalness in rule-
based text-to-speech systems. While research teams in various countries have made similar
efforts, our project is unique in Finland and, more importantly, as regarding the Finnish language.
The duration of individual phones is important to naturalness in Finnish. We have extracted data
from an extensive single-speaker Finnish speech corpus and created word models to prescribe
each phone a duration depending on its position within a word. In this paper, we will describe our
approach, present the preliminary results of listening tests and discuss the potential of word
models in improving naturalness in text-to-speech systems.

Keywords: rule-based, formant, text-to-speech, consonant/vowel, pattern, Klatt, TTS

1. Introduction

The Finnish language exhibits contrast between phonemically short and long segments
(also called chronemic contrast). This contrast applies to all vowels and most
consonants. The short vowels are generally more central in vowel space while the long
ones are peripheral (Wiik 1965, Lennes 2003). The decisive factor, however, is duration
(Wiik 1965) and Finnish speakers are unaware of any qualitative differences between
the two chronemic variants. The acoustic difference between short and long phonemes
is not linear, but relative to the segment’s position in the syllabic structure of the word,
and to some degree, the word’s position within a sentence. The aim of the listening test
in this study is to investigate whether or not varying segmental duration is useful in
improving naturalness and rhythm in a TTS (text-to-speech) application. Our long term
objective is to prepare a TTS system that will not only introduce varying mean
durations, but also quantitative and qualitative reduction characteristic of natural speech
as well as sentence context sensitive modeling of duration and fundamental frequency.
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2. Methods

2.1. Data analysis

We have examined data on segmental durations presented in Lehtonen (1970), and
datamined a single speaker speech corpus of 692 segmented and annotated sentences
prepared and studied by Vainio (2001). The corpus contains approximately 6500 words,
and is read aloud by a 39-year-old male, a native Finnish speaker from Helsinki.
Sentence lengths in the corpus vary from 2.18 s to 20.00 s, and the database adds up to
approximately 69 minutes of recording.

All the consonant/vowel patterns of individual words were extracted from the
speech corpus automatically using software designed specifically for the task. The
software makes use of the original annotation provided with the corpus, and allocates
each consonant/vowel pattern found indiscriminately into its own class, maintaining
duration information of each phone. A consonant/vowel pattern, together with the mean
durations of each segment is referred to as 'word model’. For instance, our data
contained 125 occurrences of VCCV — pattern words such as <usko> (faith) and <akka>
(an old woman). Any word with a single short vowel, a geminate or two consecutive
consonants, and finally another single short vowel will fall into this category. Our data
added up to a mean duration structure of 78 ms for the first vowel, 61 ms for the first
consonant, 66 ms for the second consonant (or a total of 127 ms for a geminate), and 48
ms for the final vowel. We have been able to establish ~1100 different word models.

To implement, we have prepared a synthesizer that automatically determines
each segment’s duration by matching the word against its corresponding model in the
database. For instance, in CVCCV words, such as <miksi> (why), the first vowel has a
mean duration of 73 ms, whereas the second has a mean of only 53 ms (208 tokens).
The synthesizer produces the closest match possible to the values in the database; the
duration of an individual segment varies to some degree due to FO-induced differences
in wave length. We are unaware of any other Finnish TTS taking that kind of within-
word environment into consideration.

2.2, Stimulus generation
The first set of stimuli for the listening test was produced using the original, unaltered
configuration of the synthesizer which produces speech signal with fixed segmental
duration. There is a cascading FO contour (100-120-80 Hz). The second set of of stimuli
was generated with an improved model, that introduces more variation in FO (100-140-
80 Hz) and word modeling to determine segmental durations. The original configuration
produces greater segmental and overall durations (30-35 % longer) than the improved
one; the first set of stimuli was adjusted to the same length with the second using a
PSOLA (Pitch-Synchronous Overlap and Add) algorithm. The operation maintains the
spectral characteristics and fundamental frequency of the signal. Additionally, we have
had to make minor adjustments to how transitions between phones are realized because
the word models cannot be implemented to original system as such. The 16 stimuli
represented four categories: four single words (0.74 s — 1.03 s in duration), four short
sentences containing short words (1.11 s — 2.45 s), four longer sentences with long
words (3.64 s — 4.00 s), and four sentences of medium length with no particular
constraints (2.38 s — 2.71 s). All of the sentences were in Standard Finnish and adapted
from newspaper articles; some of the sentences represented informal literary style while
the majority were formal.

All the synthetic stimuli were produced with the data driven formant synthesis
program under development at the University of Turku. The program uses SenSyn 1.1
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software for signal generation from a parameter file. SenSyn 1.1, by Sensimetrics
Corporation, is based on KLSYNS88 synthesizer (Klatt 1982). The resulting signal has a
sample rate of 10 kHz. The organization structure of the overall system is illustrated in
figure 1.
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Figure 1. A modular representation of the TTS system

2.3. Participants

None of the participants had been exposed to the synthesis in question previously, and
they were neither specialists in language nor synthetic speech. They were asked about
their primary and secondary dialect background, since prosody, segmental duration
included, is dialect sensitive in Finnish. There were 10 women from ages 20 to 54. Two
of the participants were left-handed, and no one reported any deficit in hearing or
language.

2.4. Listening test procedure

Due to similarity and brevity of the stimuli and naive participants we opted for a forced
choice paradigm instead of Category Estimation as the evaluation method. The
participants heard two words or sentences of identical length successively. Their task
was to identify which one of the two sounded more natural. They had transcripts of the
sentences to prevent intelligibility issues from diverting them from their task. They were
specifically instructed to judge how well the stimuli corresponded to human speech
patterns, instead of how clear, pleasant, or intelligible they were. The participants were
presented the stimuli in a pseudorandomized order, so that the original and improved
versions would not occur consecutively. Presentation order was the same for all
participants. The participants judged a total of 16 stimulus pairs.

The session lasted for 15 minutes, and took place in an ordinary laboratory room
with no external distraction or noise. The uncompressed sound files (.wav) were played
with an ordinary laptop computer and Labtec LCS-1060 loudspeakers. Volume was
adjusted to be as loud as possible without causing distortion in the signal or discomfort
in the participants.

3. Results and discussion

By data analysis, we have found that even in perfectly intelligible sentences read clearly
aloud there is considerable overlap between short and long phonemes. In other words, a
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short phoneme may be longer in duration in one position than a long phoneme in
another, and that alone does not cause intelligibility issues. For instance, the short vowel
/o/ varies from a (reduced) single periodic waveform to 200 ms, while the long vowel
/o:/ varies from 54 ms to 294 ms. The overlap applies to all the phonemes in the corpus
which exhibit chronemic contrast. Since perception of natural speech is adapted to
relative segmental duration, instead of relying on absolute duration, we expected word
models to affect naturalness in synthetic speech as well.

The results of the listening test, presented in figure 2, were generally ambivalent
towards the use of word models. Only 66 of the 160 responses (41,25 %) preferred the
improved configuration. 76 (47,50 %) of the responses preferred the stimulus presented
first, and 84 (52,50 %) preferred the second; there was no bias concerning order of
presentation. 4 out of the 16 improved stimuli were judged better than the original ones,
two of them unanimously. 3 were at chance level, and 9 were deemed worse.

Preference for improved stimuli by Preference for improved stimuli by
stimulus number participant
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Figure 2. Numerical data

The five least favoured improved stimuli (zero or one preferring responses) were
either in the single word or the short sentences with short words category. The two
improved stimuli preferred unanimously were of the long sentences with long words
category. The other two rated above chance level (eight and seven preferring responses)
were of the unconstrained and the short sentences categories. The effect of dialect
background is hard to determine due to the homogeneity of the participants. However,
the improved set of stimuli was clearly rated lowest by the Southeastern Finnish (South
Karelian) speaker, the only non-Southwesterner in the group, who preferred only 3 out
of 16 improved stimuli. The following examples, from 1 to 4, are the sentences that
were judged more natural in the improved version; the English translations are in italics.
Examples from 5 to 9 are the sentences that were judged unnatural the most.

(1) Radion faktasarjan palkinnon sai kulttuuriohjelmien dokumentti. A
documentary by cultural programs (a department of the Finnish
Broadcasting Company) won the factual series of the radio competition.

(2) Hannover on Euroopan tirkeimpid kansainvilisid keskuksia. Hanover is one
of the most important international hubs in Europe.

(3) USA:n (<uuesaan>) joukot toimivat ilman YK:n (<yykoon>) lupaa. The US
forces operate without UN approval.

(4) Ei liian erikoinen eiki liian tavallinen. Not too special or ordinary.

(5) Sunnuntaisin. On Sundays.

(6) Peruskorjaus. Renovation.

(7) Osakkeenomistaja. Shareholder.

(8) Hain ei ole endd olemassa. (S)he exists no more.

140



The Second Baltic Conference on HUMAN LANGUAGE TECHNOLOGIES, April 4 - 5, 2005

(9) Miksi Turku ei kasva? Why isn’t Turku getting bigger?

In the light of present data, word modeling does not appear to improve
naturalness universally; the results show responses below chance level. However, we
can see improvement in the category of long sentences with long words. We can
identify several possible causes for the conflicting results.

At this point it is unclear how the word models will affect once other naturalness
features, prosodic and segmental, are implemented. The current system incorporates
word models into a synthesizer that is designed to handle fixed segmental durations.
Less peripheral formant values typical of ordinary speech (Lennes 2003), a better
modeling of FO contours, and somewhat longer segmental durations might suit the word
modeled synthesis better. At the moment the synthesis uses highly peripheral (great
acoustic distance between speech sounds) formant values to promote intelligibility.

The more common models, essentially short words, are based on mean values
calculated from a sample size up to 287 tokens (the model CV). The longer and strongly
inflected word forms, the word models of which are based on only one token (an
occurrence of the word in the corpus), make up ~59 % of the database. Those word
models carry greater within variation in segmental duration, while within variation has
been neutralized due to averaging in the others. That may explain why longer words
scored better in the preliminary experiment. In future experiments, it would be worth
the while to base all word models on single tokens. The current database is primitive in
that it treats all consonants and all vowels equally. In addition, there is no distinction of
sentence environment; words occurring in the beginning and the end of sentences are all
included into the database without any special tagging. A more detailed datamining
could produce contextual classes for the word model database that would differentiate,
for instance, voiceless stops from fricatives.

Stimuli used appeared to have too fast an articulation rate (up to 407 syllables
per minute). The participants reported they had difficulties in judging the stimuli. They
may have found fast, synthetic speech they are unaccustomed to confusing, and picked
up a strategy that favors one set of stimuli over the other by some factor other than
rhythm and naturalness of speech. The second set of stimuli could be lengthened to
match the overall duration of the first in a future study, instead of shortening the first
set. This would make the task of judging synthetic speech easier to the naive participant.
Another line of study could make use of prolonged exposure. First, the participants
could judge entire paragraphs of text or newspaper articles instead of single words and
sentences. Second, the participants could become familiarized to synthetic speech
beforehand to avert confusion. With synthetic speech, certain monotonous or
reoccurring elements may become irritating after a while. Word models may help to
create a less predictable and monotonous synthesis.

Segmental durations are subject to considerable dialectal variation in Finnish.
Even if the word models do not contribute a great deal to speech quality or naturalness
per se, it is worth further attention to investigate whether they can be used to emulate
speakers from different regions or localities. It may be of consequence from the vantage
point of Finnish TTS product development, as some end users may prefer to have the
synthesizer speak in a manner familiar to them. If dialectal variation, individual
speakers or styles can be imitated by the method, it is, from a scientific point of view, a
discovery itself. Nine out of ten participants in the present study reported to speak one
of the Southwestern dialects (the remaining one a Southeastern speaker), and none were
speakers of Helsinki dialect the word models are based on.
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4. Summary

In this paper, we have studied the use of word models to prescribe segmental duration in
Finnish language speech synthesis. First, we established an initial set of word models by
datamining a single speaker speech corpus. Second, we have implemented the word
models into our developing rule-based TTS system. Third, we have done a preliminary
listening test to examine their effect on naturalness in synthetic speech.

Our studies show there is indisputable overlap between long and short phonemes.
Chronemic contrast has been handled in speech synthesis by giving short and long
speech sounds fixed durations. Naturalness may be improved by additional modeling of
segmental duration according to how it is realized in natural speech. The listening test,
however, showed that the method does not give a straightforward advantage. Instead,
the results are ambiguous but suggest the word models are most effective when applied
to long words in long sentences. The synthesizer in its current, experimental
configuration does not improve naturalness in shorter utterances. There is potential in at
least a selective implementation of varying segmental duration, and the matter requires
a more detailed and more comprehensive investigation. Word modeling may be
sensitive to qualities in synthetic speech we have not yet taken into consideration.
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WORD SENSE DISAMBIGUATION CORPUS OF ESTONIAN

Kadri Kerner, Kadri Vider
University of Tartu (Estonia)

Abstract

The research group of computational linguistics of the University of Tartu has developed Word
Sense Disambiguation Corpus of Estonian (WSDCEst). During four years 100 000 running words
are looked over and all content words in texts are manually annotated according to EstWN word
senses. The source texts are mostly fiction. Paper gives quantitative analysis of corpus and
focuses on some inspiring and linguistically relevant ideas and hypoteses.

There were significant inconsistencies in opinions of these people, who disambiguated the texts.
This shows us the most problematic entries in EstWN, the need to reconsider the borders of
meaning of some concepts. Part of our research focuses on exploiting agreement and
disagreement of human annotators: are there any remarkable and important sense clusters.

Manual sense tagging refers to problems in EstWN like missing examples, overlapping synsets of
explanations and over-grained senses. Sense clusters are made by processing the disagreement
files and the most frequent words are analyzed by describing lexical relations like autohyponymy
and sisters (co-hyponyms).

Keywords: word sense disambiguation, semantic annotation, corpora, Estonian Wordnet, sense
clusters

1. General'

For several language technology applications, it is important to make sure in which
sense each word is meant. Demand for systems able to resolve this problem originated
SensEval — international organization devoted to the evaluation of Word Sense
Disambiguation Systems (SensEval). Part of Word Sense Disambiguation Corpus
Estonian was distributed as Gold Standard as well as Test Corpus for Estonian task in
Senseval-2 competition in 2001 (Kahusk et al. 2002).

The problem of semantic disambiguation (tagging and annotation) is tightly
connected to morphological and syntactic disambiguation, but is more complicated. It is
even argued, that the concept of a word sense is questionable and depends on goals of

' This paper is based on work supported in part by the Estonian Science Foundation under
grant No 5534 “Concept based resources and processing tools for the Estonian language” and by
Estonian State Target Financing R&D project No 0182541503 “Computational models and
language resources for Estonian: theoretical and applicational aspects” and by Governmental
programme "Eesti keel ja rahvuslik mélu" sub-project “Language Technology: Semantic analysis
of Estonian simple sentence”.
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disambiguation (Kilgarriff 1997). However is word sense disambiguation (WSD) task
of interest in lexicography and lexical semantics.

2. Sense-tagged corpora

There are two main approaches one can take to the order in which words are tagged in
texts (Langone et al. 2004; Kilgarriff 1998). In the sequential approach (also termed
‘textual’ or ‘all-words-task’) annotator tries to assign the context-appropriate sense to
each open class word as it is encountered. The targeted approach (also termed ‘lexical’
or ‘lexical sample task’) involves tagging all corpus instances of a pre-selected word.

Some semantically annotated corpora, e.g. SEMCOR in English, are tagged
sequentially and we chose same approach for WSDCEst. Other corpora, for example
HECTOR in English, use lexical choice and receive very detailed sense-distinctions of
particular word. It is good to know, that SEMCOR as well as HECTOR corpora use
English WordNet sense distinctions.

It should be kept in mind, that not all words can be disambiguated, but only
content words. Although normally nouns, verbs, adjectives and adverbs are considered
as content words (see e.g. Stevenson, Wilks 2001), in WSDCEst only nouns and verbs
were subject to disambiguation. We use EstWN as sense distinction resource (see
Kahusk et al. 2005 in this volume), but adverbs are not represented in EstWN yet, and
there is too little number of adjectives.

3. Multilevel approach to WSD

Word sense disambiguation is closely connected to morphological and syntactic
disambiguation. Stevenson and Wilks (2001) propose multilevel approach to WSD.
Semantic, sometimes even pragmatic information can be derived from hypernymy
hierarchies, and syntactic information can be read from morphological analysis.

3.1. Morphology

Lexical entries (literals) in EstWN are presented nominal singular form for nouns and
supine form for verbs. In real texts, the words are mostly in their full richness of forms.
Lemmatizing and part-of-speech-tagging are made with Estmorf tagger (Kaalep 1997).
In sense annotating we considered only nouns (_S_ com) and non-auxiliary verbs
(_V_main or _V_ mod).

The modal verbs are explicitly marked in the output of the morphological
disambiguator (_V_ mod). When a verb is marked as such, then the senses that don't
correspond to the modal senses could be removed, e.g. the word ‘saama’ has all together
12 senses in the thesaurus, but only 2 of them (‘can’ or ‘may’) correspond to the modal
use of the word.

The output of the morphological analyzer often contains valuable information for
word sense disambiguation. In some cases the word-form used in the text can uniquely
specify the sense of the word, although its lemma is ambiguous, e.g. the word ‘palk’ can
either mean salary or log of a tree, but its genitive form is different in each meaning
(either ‘palga’ or ‘palgi’). By using only the lemma we ignore this distinction that can
be explicitly present in the text.
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3.2. Syntax

At the moment the input text contains no information about its syntactic structure, most
importantly the verbal phrases and other multi-word units are not marked as such. Also,
the syntactic structure can help to reduce the number of possible senses to choose from.
For example the most frequent word ‘olema’ (be, have) has five more frequent senses.
Only one sense is present in complementary clauses; 3 senses appear in existential
sentences and one in possessive sentences. Linguistic knowledge about the nature of the
sentence can help the disambiguation process of human annotator.

4. Texts for WSD Corpus

We chose 43 texts for word sense disambiguation from Corpus of the Estonian Literary
Language (CELL) subcorpus of Estonian fiction from 1980s. Each text file contains
about 2500 tokens. Most of the texts that are annotated for word senses, are fiction.
Total amount of tokens in texts is around 110,000 (depends on calculating punctuation
in or out) at present. About 34,5% of them (see Table 1) are annotated content words,
whereas its impossible to disambiguate word senses without context we counted items
of other part-of-speeches together.

Table 1. Words and senses in WSD Corpus of Estonian

Nouns (S com) Verbs (main and modal)

Total Mean per text | Total Mean per text
Tokens 21373 497,05 17947 417,37
Lemmas 6536 311,98 1649 177,51
Lexical entries
found in EStWN 2585 200,07 1261 160,51
Polysemous words - 223,65 - 227,07
Senses per
annotated lexical - 1,12 - 1,42
entry

5. Manual annotation

Twelve linguists and students of linguistics tagged nouns’ and verbs’ senses in the texts,
each text was disambiguated by two persons. Pre-filtering system added lexeme and
number of senses for each annotating word found in EstWN. Annotators marked in
brackets the sense number of EstWN which matched best with used sense of a word by
their opinion. If the word was missing from the EstWN, “0” was marked as sense
number, and if the word was found in EstWN, but missed appropriate sense, “+1” was
marked. Example (1) presents a sentence ,,Neid kentsakaid motteid poimin jdlle suvel
oma kirjutistesse* (I'm going to weave these weird thoughts into my writings in
summer again.) as it occurs in WSD Corpus of Estonian.

If inconsistencies were met, they were discussed until agreement was achieved.
On about 20% of cases the disambiguators had different opinions. This shows us the
most problematic entries in EstWN, the need to reconsid