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   The method of approximation is used for  decomposition  6 different sounds of human speech  on several different frequencies modes.   The phase and amplitudes behavior of modes studied.  The data on sounds received from 11 respondents is used.   It is found that for every studied sound the phases of different modes are not independent, between them there are dependences, unique for every respondent. This suggests that there are prospect of elaboration a computer program for automatic identification of a man by his voice at evidentiary  justice level.
     Keywords: automatic speech recognition, digital signal processing,  recognition of human voice

INTRODUCTION
   From one hand the problems of automatic speech recognition and automatic recognition a person by his voice are close, because they have the same object of study, from other hand in a sense the opposite: In the first case it is required to recognize a speech, irrespective of who is speaking, in the second case requires to recognize the person irrespective of what he  saying. Despite the proximity of problems, successes  in their solving  are significantly different.
   At present there are developed and used computer programs, albeit far from perfect, but still more or less successfully understanding a speech, but the progress in solving the problem of speaker identification is much more modest. 
   History and current state of affairs on this matter very fully presented in [1].  In particular, in [1] in page 2 states that  "according to the regular annual reports Gartner Group, only about 1% of potential buyers are satisfied  with the efficiency of commercial speaker recognition systems."

   Some interest to  problem recognition (or  verification) a person may be attracted by using of biometric data [2], or  passphrase [3].  However, we can foresee that if  these directions will leads to success, it will be temporary - method [2] is based on the amplitude-frequency characteristics of the human body, therefore  some sensors should be placed on the body of speaker, the method [3] is restricted  by  passphrase. 
Meanwhile, we all know that people that are familiar, easy recognize each other when talking by the phone. Without any sensors and passphrases.
   Problems of automatic recognition of human speech and automatic recognition of a man by his voice at first glance seem to be not very complicated. Often samples of curves of sound pressure are periodic (or almost periodic) functions of time. In these cases it is possible to use the Fourier transform. By the results of these transformations we may found confidence probability, confidence intervals and other mathematical characteristics of the different sounds received from various respondents and thus can try to find ways to distinguish the individual sounds in the speech and for speaker identification.
   However, this seemingly obvious way resulted to limited success. Moreover, recent progress in this direction is clearly slowed. Most likely, this is due to the fact that the ideas that "lie on the surface," is exhausted, and for to move forward  it is necessary to attract new ones.
  In this regard, we turn to the method of approximation - a fundamentally different way of solving the  problems above, proposed in [4, 5].
1. METHOD  OF  APPROXIMATION

   In [4, 5]  it was proposed a method of approximation for decomposition of any function, equal to sum of almost harmonic functions with slowly varying parameters (drifting amplitude, frequency, phase), on  initial components (modes). There's  this method was applied to the analysis of several sounds of human speech. The method is based on discrepancy
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- approximating function, constructed as a sum of slowly drifting origin 
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 and sine- and cosine- waves with slowly changing (drifting) amplitudes 
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, k=1..l, i=1..n,  n - the amount of digitized points on the approximated function, 
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- the times of digitized points,    l - the amount of pair of sine- and cosine- waves (modes) in the approximating function, 
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- their frequencies.  In [4, 5] for the sake of simplicity   adopted 
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, although it is not obligatory. The parameter α in (1) allows us to manage the smoothness of the wave amplitudes. (In our calculations it was assumed α = 1, since this value of α ensure approximate equality of the contributions to the residual discrepancy from members (1) containing and not containing α[image: image9.wmf]
). Drift of the amplitudes and the origin means that these quantities are slowly depends on time.
  Minimum of discrepancy S (1) holds, when partial derivatives of S  on 
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 ,k=1..l, i=1..n  all equals to zero. By calculation the partial derivatives of (1) and equating their to zero we gets the system of linear algebraic equations with respect to unknown drifting amplitudes and origin. Solution this system allows us to establish these unknown amplitudes and origin, and, as a result, find the approximating function (2), that is to decompose the approximated  function 
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 onto sine- and cosine- functions with slowly varying amplitudes and origin. After decomposition  is no problem by taking into account every pair of sine- and cosine- waves with the same frequency calculate amplitude and phase behavior of every mode.
   For decomposition  a set of frequencies 
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 is used. This set of frequencies can be called catching network. Decomposition is performed on this set of frequencies.
   Catching network frequencies may be arbitrary, not obligatory proportional to base (lower) frequency. However, the observed shape of sound pressure curve of the sounds А, О У, Э, Ы И (in Russian) and some others in many cases is almost periodic, hence  it makes sense  the such choice of catching  network where the frequencies is proportional to the basic one. This network naturally may be called as proportional catching network. Below we consider only periodical (almost periodical) functions (signals) and proportional catching network. 
   If the  approximated function is the sum of harmonic waves (modes) with arbitrary but not-variable parameters - frequencies, amplitudes and phases, and if the amount of modes  and their frequencies are known, the procedure of approximation, carried out according to [4, 5] , will lead to the solution, corresponding to the lowest possible discrepancy, that is equal to zero.
   However, the parameters of the real sounds are deviate from constant values. This in turn means that the concept of the basic period is no longer strictly defined. Therefore, we should be in readiness, that the voice signal and catching network have different base (and not only base) frequencies. To what consequences this could lead?
  Consider first the approximated ideal harmonic  function (signal)
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having an amplitude A, phase φ, and frequency ω, and let catching network consists of a single frequency ω1 ≈ ω  but ω1 ≠ ω. We perform the obvious transformations
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where 
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  The combinations 
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  in right part of (4) – is a drifting amplitude of the wave (3), but converted to frequency ω1.  So, as seen from (4), in the case of an error in the choice of the base frequency of catching network, it can be expected that the method of approximation  gives for drifting amplitude periodical (pulsating) functions with frequency equal to the difference between the frequency of the studied function and catching network frequency.
  However, at the same time it is foreseeable that drifting amplitudes obtained by method of approximation will be somewhat different from the amplitudes presented in right part of (4). Indeed, let (3) – is approximated  function, right part of (4) – is approximating  function. If in ( 3) and ( 4) specify the times ti, and then approximated  function ( 3) and drifting amplitude of approximating  function (4)  substitute in (1) , the first term (1) ( not containing α ) will be equal to zero , but the  terms, containing α, responsible for smooth of drifting amplitudes, are not equal to zero. That contradicts to the main idea of ​​the method of least squares when the discrepancy expression  formulated as a sum of mutually antagonistic terms, and minimum of discrepancy is achieved only when each of the terms " goes on concessions " to others . But this is not the our case.
   As was shown by the numerical experiments conducted with artificial periodical signals, constructed as the sum of several modes with non-variable  parameters, in fact, in the case of a small difference between frequencies of signal modes  and proportional catching network the calculated drifting sine- and cosine- amplitudes are a periodic functions with a  frequencies equal to difference of the true frequency of the studied mode and the nearest  frequency of catching network, as indicated by the expression (4), but  calculated amplitudes – is of a bit different from true amplitudes. 
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  Thus, in the case of small mistakes in choice of catching network frequencies, it is possible to study the frequency of pulsations of the drifting sine- and cosine- amplitudes. Then we can calculate the correct value of the base frequency of the studied signal, introduce the new, true frequencies in a catching  network, re-launch the procedure of approximation and now, by second step,  find the correct amplitude and phases.
     As is well known, the sounds of man’s speech are the sum of modes with different frequencies, amplitudes, phases. The experts dealing with the problem of automatic speech recognition, believes that the human ear does not perceive  phases of different modes of a sound. This, of course, does not mean that there are no phase  dependencies between different modes in different speaking sounds. Hence we put forward assumption that such dependencies may exist. For periodical (almost periodical) sounds  it should involve combinations (criteria) of the kind
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where  φk – is the phase of mode number k, and frequencies  of signal is proportional to basic frequency:  
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   Combinations of kind (5) peculiarities is the fact that they possess two types of stability. First, these combination not depends on the choice of starting time, and second, they not depends on small errors in choice the base frequency of the proportional catching network. Indeed, let the approximated function has the form
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Let us make  shift of the time: 
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As can be seen from (8), the phases changes, a new phases is
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Here 
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 - the first frequency of the modes, it is the base frequency. By substituting (9) in (5) is easy to see that  the value of the combinations Z   does not change.
   Now consider the mistake of choosing the base frequency. Let the shift  of basic frequency is 
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 k=1..l  . In (5)  the following changes take place :
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where
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is a new drifting phases. By substituting (11) in (5), we see that the value of the combinations Z  does not change too.
2. EXPERIMENTAL  DATA  PROCESSING
   For the study of phase criteria we collected the samples of sounds "A", "O", "Э", "У", "Ы" “И”, (in Russian) because of curves of these sounds  are close to periodic. Therefore these sounds may be studied by proportional catching network. Sounds was  received from 11 respondents: 5 men and 6 women.  Sounds entered into computer via a usual microphone. The sampling frequency was 44100 Hz.  After that samples cuts into segments of lengths of approximately 1000 dots. Each of the segments overlaps the previous and subsequent segments at ½ of its length. On each of the segments we determine average base frequency by two different ways. 
  First, the Fourier transform was applied.  The obtained spectrum was analyzed to determine the base frequency.
  Second,  the characteristic points  in every segments was detected and studied the reiteration of these points when the time increases. If both methods gave close results, the base frequency was averaged over both methods, otherwise the segment was rejected.
   The amount of rejected segments was of about 10 percent of their total amount. (Totally each respondent for each of the sounds gives from 700 up to 1100 segments.)
   Начало формы
After finding the basic frequency the calculation of drifting amplitudes and drifting origin was realized by approximation method. The number of modes was assumed to be 24. Thereafter, with the aim of minimization of edge effect edges of the every segment was cut off up to ¼ of its length. Thus, the length of taken into account part of the segment was of about 500 dots.
    Next the phases of the modes were calculated, criteria of kind (5) were calculated (totally the 214 different phase criteria were considered).  The results were averaged over the segment. Numerical values of the ​​averaged results, corresponding to  the selected criterion (5) we called phase value. Sets of phase values, corresponded to every respondent, every criterion, and every sound but the different segments, was the subject of further work.
  Because each of the terms in criteria of kind (5) is a periodic value  with a period 
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, the  phase combination (5) - also periodic value with the same period, the phase values is periodical too. If the phase values ​​had a uniform distribution on the interval [0,2 π], then their  standard deviation would be  ≈ 1.81 [6]. However, we  found that in most cases standard deviation is much lower. We presents in table 1 for every respondent   the most compact distributions of phase values. 
	1
	2
	3
	4
	5
	6

	respondent 

	phase combination 
	Sounds (in Russian)
	average value of phase combination (radian)
	Standard deviation (radian)
	Amount of segments

	1
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	У
	5.56
	0.21
	846

	2
	
[image: image37.wmf]2

1

2

j

j

-


	О
	3.5
	0.2
	973
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	3.76
	0.08
	907
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	Э
	3.51
	0.08
	818
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	Э
	4.77
	0.06
	989
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	Ы
	5.86
	0.07
	963

	7
	
[image: image42.wmf]3

2

1

j

j

j

-

+


	Э
	6.2
	0.13
	876

	8
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	Ы
	0.88
	0.13
	778

	9
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	Э
	0.05
	0.07
	1013

	10
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	Э
	3.67
	0.14
	1016

	11
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	А
	5.17
	0.22
	962


Table 1. Sounds and the most successful criterion for each of 11 respondents.  Figures in column 4 forced to the interval [0,2 π].
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   Unfortunately, the size of this article does not allow the present  other phase combinations and sounds, quite good in  smallness of  the  deviation.
   Since the sounds collected from various respondents, also differ in tone, then, with the aim of finding ways to identify a person by his voice it makes sense to consider two-dimensional diagram, the horizontal axis which is the base frequency of sound,  the vertical - phase values​​. We present some  diagrams. Data collected from the same respondents are presented by dots having the same color. Each dot on the diagram corresponds to one segment of the sound curve. The arrow indicates the group of data (points) for a same respondent. Number at the foot of the arrows is the identification number of the respondent.
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	Diagram 1.  Dots for the  criterion
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 and sound «Ы»  (in Russian, no English analogue) for different respondents
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	Diagram 2.  Dots for the  criterion
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	Diagram 3.  Dots for the  criterion
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	Diagram 4.  Dots for the  criterion
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and sound «E»  for different respondents
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	Diagram 5.  Dots for the  criterion
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	Diagram 6.  Dots for the  criterion
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   As can be seen from the diagrams 1-6, dots obtained from each of the respondents located on the diagrams "base frequency - the criterion"  very compactly, so it is possible to talk about cluster of dots. Cluster of dots corresponding to the same sound, the same criterion, but collected from different respondents, in many cases (but not always) located in different places of diagrams. This means that different combinations of phases  in fact can be used as criteria for to distinguish a man by his voice.
   Differences in position of clusters, belonging to a different respondents, may be explained as differences in  their speech apparatus. This means that for each respondent we can create a set of diagrams, which show  the regions corresponding to different sounds and different criteria. This set of diagrams be "a voice portrait " of the respondent. 
    On each of the diagrams above some respondents is absent. This is due either to the fact that the area occupied by cluster of missing respondent for given sound and given criterion considerably large in compare to the area occupied by clusters of  other respondents, or by reason  that the area occupied by the cluster fully or partially overlap with the cluster of another respondents.
   In these cases, for identification of the respondent we have use other criteria and other sounds. For example, in Diagram 2 there are no cluster for a respondent No.7, by the reason that it overlap the cluster from respondent No.6. In order to make a choice between the respondents 6 and 7 it may use criterion 
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 and sound  "E" (Diagram 3)  or criterion 
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 and sound "Ы" (Diagram 1).
 All this is true in other cases when some of respondent is absent.   But even if the areas occupied by clusters belonging to two different  respondents  overlaps (for example  region of respondents 6 and 11 in Diagram 4) partially, we can talk about the distinction between these two respondents with some probability.  Simultaneous use of several probabilistic criteria  will increase the probability of identifying.
 [image: image63.wmf]
3. CONCLUSION

  At present, for  to solve the problems of automatic speech recognition and automatic recognition of a person by his voice they most often used method of Fourier transform. At the same time it is well known that this method has several serious disadvantages (for example [4, 5, 7]).  On the other hand an alternative method of approximation  allows us decompose sound curves, find modes, their amplitudes and phases that can be used in practice. In our study, no one case was found when no phase criteria and no sound for distinguish any pair  among 11 respondents. But some of the criteria can simultaneously distinguish 7-9 respondents. This suggests that the observed facts are systematic , and that it is possible to develop a computer program of identification and verification a person by his voice at evidentiary justice level.
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